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Large Eddy Simulations (LES) are widely used to study the effects of surface morphology8
on turbulence statistics, exchange processes, and turbulence topology in urban canopies.9
However, as LES are only approximations of reality, special attention is needed for the10
computational model setup to ensure an accurate representation of the physical processes11
of interest. This paper shows that the choice of the numerical domain can significantly12
impact the accuracy of turbulent flow statistics, potentially causing a mismatch between13
numerical studies and experimental data. The study examines the influence of cross-stream14
aspect ratio (YAR), streamwise aspect ratio (XAR), and scale separation (SS) on first and15
second-order flow statistics and turbulence topology. It is found that domains with a low16
YAR underestimate the velocity variance, while those with a low XAR overestimate the17
variance value. The study proposes a new approach based on the Buckingham Pi theorem to18
evaluate the effect of SS, as the existing method has major limitations for canopy flows. The19
results suggest that domains with small SS underpredict the variance value. To minimize the20
artificial impact of the numerical domain on turbulent flow statistics, the study recommends21
guidelines for future research, including a YAR of 3 or more, an XAR of 6 or more, and an22
SS of 12 or more. Error tables are presented to allow researchers to select smaller domains23
than recommended, depending on their research interests in specific parts of the flow.24
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1. Introduction29

The urbanization process profoundly impacts the urban boundary layer (UBL) due to30
impervious man-made structures that alter the aerodynamic and hydrothermal properties31
of the land surface. These changes affect mass, energy, and momentum transfer with the32
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overlying atmosphere, which are the main drivers of urban weather and climate variability.33
These exchange processes play a crucial role in applications related to urban climate (Oke34
et al. 2017; Oke 1982), urban ecohydrology (Meili et al. 2020), air quality (Fernando et al.35
2001), urban resilience (Gorlé et al. 2015), and public health (Lowe & Forsberg 2011), to36
name a few. The interaction between the urban environment and atmospheric turbulence37
regulates these exchanges over a broad continuum of scales, ranging from tens of meters38
over the roof of a building to the kilometer scale over an urban neighborhood (Rotach 1993,39
1999). Motivated by the need to address open challenges in these fields and improve our40
interaction with the environment, the past decades have seen significant efforts to advance41
our understanding and ability to model turbulent transport in urban settings.42

Scientific discovery in the field of microscale meteorology has historically relied on three43
pillars: field observations (Rotach et al. 2005), wind-tunnel experiments (Barlow et al. 2004),44
and numerical simulations (Coceal et al. 2006). This paradigm has provided useful insight45
into how urban morphology affects flow statistics in the UBL, but the alignment between46
findings from these three fields is not always optimal. An instance of this is where a range of47
values for the von Kármán constant 𝜅 have been proposed by different field measurements48
and laboratory studies, with values varying from 0.33 to 0.43. This is comprehensively49
documented by Andreas et al. (2006). In addition, Philips et al. (2013) have pointed out50
several challenges in matching parameters of the underlying system, which hinder the accurate51
alignment of experimental data with numerical simulations. One such obstacle is the use of52
different methods to compute the repeating parameters, such as friction velocity, which53
cannot be uniformly applied across different fields. They also demonstrate that the vertical54
profile of the experimental data can often be accurately matched up to a certain height55
above the ground, beyond which significant deviations occur. This partial matching approach56
has also been utilized in other research studies, (see, e.g., Coceal et al. 2007; Xie et al.57
2008), which serves to delimit the region of interest. Another factor contributing to the58
discrepancy between profiles is the sensitivity of flow statistics to changes in initial and59
boundary conditions and input parameters. This phenomenon often makes it challenging to60
establish connections between research findings within the same field (see, e.g., Wang et al.61
2011).62

In the context of numerical simulations, direct numerical simulations (DNS) and large63
eddy simulations (LES) of open channel flow over surface-mounted cuboids have been the64
workhorse for studying turbulent transport in the UBL (Coceal et al. 2006; Xie & Castro65
2006; Leonardi & Castro 2010; Claus et al. 2012; Yang & Anderson 2017; Schmid et al.66
2019; Stroh et al. 2020). In these simulations, in addition to the aforementioned sources of67
discrepancies, one crucial factor affecting the accuracy and reliability of model results is the68
selection of the numerical domain size (Moin & Kim 1982; Lozano-Durán & Jiménez 2014).69
Wall-bounded turbulence is characterized by coherent structures with a high correlation in70
the streamwise direction and a lower but still non-negligible correlation in the cross-stream71
direction. Thus, excessive periodization in the horizontal directions can compromise the72
accuracy with which these structures are captured (Moin & Kim 1982). Furthermore, in73
real-world environments, the scale separation between the inversion layer and the height of74
the canopies is often significant, and the presence of a free-slip top boundary condition too75
close to the surface may result in spurious effects encompassing the entire UBL. Hence, it is76
crucial to exercise caution during the simulation design stage to ensure the precise capturing77
of statistics in the region of interest.78

Past DNSs and LESs have been conducted using a range of computational domains, whose79
size is typically dictated by the available computational resources (Coceal et al. 2006; Xie80
& Castro 2006; Stroh et al. 2020). To facilitate the comparison of the various domain sizes81
used, the concept of aspect ratio and scale separation is employed in this study. The naming82
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Figure 1: (a) Side view and (b) top view of the computational domain. (c) Marks the
regions defined as Urban Canopy Layer (UCL), Upper Roughness Sublayer (URSL) and

the Outer Layer (OL).

convention used to describe the dimensions of the computational domain is graphically83
illustrated in figure 1(a, b), with the subscripts 1, 2, and 3 referring to the streamwise, cross-84
stream, and vertical directions, respectively. The aspect ratio of a 3D computational domain85
is defined as 𝐿1/𝐿3:𝐿2/𝐿3:1, where 𝐿1/𝐿3 defines the streamwise aspect ratio (XAR) and86
𝐿2/𝐿3 defines the cross-stream aspect ratio (YAR). Additionally, the height of the domain is87
described in terms of the scale separation (SS), defined as 𝐿3/ℎ, where ℎ is the mean height88
of the underlying surface topography.89

One of the early DNS studies of flow over cuboids was performed by Coceal et al.90
(2006) to analyze turbulent flow statistics and unsteady effects in the roughness sublayer91
(RSL). This study represents a pivotal contribution to the understanding of canopy flow92
dynamics, achieved through the use of high-resolution DNS. However, as is common in such93
studies, the need for high resolution necessitated the selection of a smaller domain to ensure94
computational feasibility. For their open channel flow setup, they used a numerical domain95
with an aspect ratio of 1:1:1 with an SS of 4. To showcase domain size independence,96
they compared selected statistics with a domain of aspect ratio 2:2:1 and found the first-97

order statistics as well as second-order Reynolds stress 𝑢′1𝑢
′
3 to match well. However, it is98

well known that the profile of 𝑢′1𝑢
′
3 in the bulk of the flow is primarily determined by the99

imposed pressure gradient and has to vary linearly, as seen from the Navier-Stokes streamwise100

momentum balance equation; hence the accurate collapse of 𝑢′1𝑢
′
3 for domains with the same101

boundary layer height does not necessarily indicate the accurate capturing of other second-102
order moments. Also, as the focus of this study was on the canopy configurations with high103
packing density, the domain used cannot be deemed as sufficient for the shown statistics104
to study RSL dynamics in general, as the extent of the RSL, as well as the turbulence105
characteristics of the RSL depend on the underlying surface configuration (Chung et al.106
2021). Xie & Castro (2006) performed LES simulations with domain 1:1:1 and SS of 4 and107
found that their simulations were underpredicting the streamwise RMS velocity (𝑢𝑟𝑚𝑠) when108
compared to corresponding DNS as well as experimental results. Later in this study (§3.1),109
it will be shown that this underprediction is due to a direct consequence of limiting YAR of110
the domain and not due to differences between LES and DNS algorithms. Leonardi & Castro111
(2010) used various domain sizes with SS of 8 and aspect ratios ranging from 1:0.75:1 to112
1.25:1.25:1 using DNS. The choice of XARs and YARs was purely driven by the need to113
accommodate a sufficient number of repeating patterns for different configurations. Schmid114
et al. (2019) used a domain with SS of 4 and aspect ratio 1.5:1.5:1 to study the impact of solid115
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volume fraction on turbulent flow statistics using LES. Yang & Anderson (2017) used LES116
to analyze the physics of roughness-induced secondary flows by using domains with SS of 15117
and 20 while keeping the aspect ratio of the domain as 𝜋:𝜋:1. They showcased that domain118
with aspect ratio 2𝜋:2𝜋:1 produces similar results. However, this choice of high SS and high119
aspect ratio to reduce the artificial impacts of the numerical domain resulted in fewer nodes120
being used to resolve the cubes, which introduces an additional source of error. Stroh et al.121
(2020) used DNS to study the polarity of secondary flows by using a domain with an SS of122
23.25 and an aspect ratio of 8:4:1. These studies demonstrate an apparent disparity in the123
employed domain sizes. From these observations, we infer the presence of a general trend124
towards maintaining a similar extent of the domain in both the streamwise and cross-stream125
directions. However, due to the asymmetrical nature of the turbulent flow structures and their126
extended presence in the streamwise direction compared to the cross-stream direction, it127
remains uncertain whether these domains will have an artificial impact on the flow statistics.128

The presence of roughness-induced secondary flows, a topic which has received increased129
attention over the past decade (Willingham et al. 2014; Anderson et al. 2015; Vanderwel130
& Ganapathisubramani 2015; Yang & Anderson 2017; Chung et al. 2018; Wangsawijaya131
et al. 2020; Stroh et al. 2020; Salesky et al. 2022), also calls for special attention when132
designing the domain size. When the cross-stream spacing between the roughness elements133
is sufficiently large, it results in streamwise-aligned time-invariant counter-rotating vortices134
predominantly occupying the RSL. The size of these vortices is influenced by both the135
spacing of roughness elements in the cross-stream direction and the height of the domain.136
As demonstrated (see §3.3), these circulations significantly affect the flow dynamics and137
necessitate a specialized approach to evaluate the effect of SS, as the height of the domain138
plays a critical role in governing these flows.139

In the context of channel flow over aerodynamically smooth surfaces, analysis done by140
Comte-Bellot (1963) and Schumann (1973) guided early numerical studies to determine141
the optimal domain size to reduce the artificial impact of periodic boundary condition in142
the horizontal directions (Moin & Kim 1982). Comte-Bellot (1963) conducted two-point143
correlation measurements of velocity fluctuations and found that the correlation became144
negligible at a separation of 3.2𝛿 in the streamwise direction and 1.6𝛿 in the cross-stream145
direction, where 𝛿 is the height of the half channel. Schumann (1973) and Moin & Kim (1982)146
later suggested that to reduce the artificial impact of periodic boundary conditions, the size of147
the simulation domain should be approximately twice as large as these dimensions. Lozano-148
Durán & Jiménez (2014) conducted an extensive domain size analysis for plane channel flow149
using DNS at 𝑅𝑒𝜏 = 4200. They showed that the computational box with aspect ratio 2𝜋:𝜋:1150
was able to capture the one-point statistics with satisfactory accuracy. This aspect ratio of the151
domain aligns with the arguments provided by Schumann (1973) and Moin & Kim (1982).152
Zheng et al. (2021) conducted a series of LES to examine the impact of domain size on153
pollutant dispersion in street canyons with periodic boundary conditions applied only in the154
cross-stream direction. The study recommends a SS of 7.5 with a width of at least 0.33𝐿3,155
an upstream domain length of 0.67𝐿3, and a downstream domain length of 1.33𝐿3. These156
guidelines, however, are based on the 2.5D geometry of cross-stream-aligned bars and cannot157
be generalized to LES simulations of open channel flow over cuboids or more general surface158
morphologies. As a result, there are currently no comprehensive guidelines for determining159
the appropriate size of the numerical domain for studying the UBL using an open channel160
flow setup with LES.161

The appropriateness of the domain size also depends on the specific region of interest162
under investigation. In the existing literature, it is commonly observed that researchers prefer163
smaller domain sizes when focusing on regions close to the surface, as capturing accurate164
statistics for the entire domain is not always necessary (Anderson 2016; Zhang et al. 2022). In165
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this study, we introduce the Urban Canopy Layer (UCL), Upper Roughness Sublayer (URSL),166
and Outer Layer (OL) as illustrated in Figure 1(c) to facilitate the examination of flow statistics167
on a per-layer basis. Here, URSL is defined as a distinct component of the RSL, separate from168
the UCL, to avoid overlap when comparing flow statistics. Notably, we intentionally omit the169
inertial sublayer in our error analysis, as the study examines diverse packing densities and170
scale separations, where the presence of an inertial sublayer is not always guaranteed. We171
discuss this aspect in § 3.4. Hence, we incorporate the inertial sublayer, whenever present,172
in the OL for the purpose of our investigation.173

This study investigates the impact of numerical domain size in these three distinct layers174
and addresses the aforementioned knowledge gap by providing extensive guidelines for175
researchers based on the packing density of the underlying configuration and the region of176
interest in a given study. The aim is to equip researchers with the essential data necessary for177
determining the optimal size of their numerical domain in LES simulations of UBL flows,178
thereby allowing them to predict any changes to their statistical profiles that may occur due179
to limitations in domain size.180

The structure of paper is organized as follows: Section 2 outlines the methodology181
employed in this study, which includes the details of the simulation algorithm (§2.1) and the182
dimensional analysis and simulation setup (§2.2). The findings and observations from the183
simulations are presented in Section 3. Finally, Section 4 provides the conclusions drawn184
from the study.185

2. Methodology186

2.1. Simulation algorithm187

A large suite of LES of flow over cuboid arrays is performed in this study using an in-house188
code (Albertson & Parlange 1999a,b; Bou-Zeid et al. 2005; Chamecki et al. 2009; Anderson189
et al. 2015; Fang & Porté-Agel 2015; Li et al. 2016; Giometto et al. 2016). The filtered190
Navier-Stokes equations are solved in their rotational form (Orszag & Pao 1975) to ensure191
the conservation of mass and kinetic energy in the inviscid limit, i.e.,192

𝜕𝑢̃𝑖

𝜕𝑥𝑖
= 0 , (2.1)193

194
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𝜕𝑡
+ 𝑢̃ 𝑗 (

𝜕𝑢̃𝑖

𝜕𝑥 𝑗

−
𝜕𝑢̃ 𝑗

𝜕𝑥𝑖
) = − 1

𝜌

𝜕𝑝∗

𝜕𝑥𝑖
−
𝜕𝜏𝑆𝐺𝑆

𝑖 𝑗

𝜕𝑥 𝑗

− 1
𝜌

𝜕𝑝∞
𝜕𝑥1

𝛿𝑖1 + 𝐹̃𝑖 , (2.2)195

where 𝑢̃1, 𝑢̃2, and 𝑢̃3 are the filtered velocities along the streamwise 𝑥1, cross-stream 𝑥2,196
and wall-normal 𝑥3 directions, respectively and 𝜌 is the reference density. The deviatoric197
component of the subgrid-scale (SGS) stress tensor (𝜏𝑆𝐺𝑆

𝑖 𝑗
) is evaluated via the Lagrangian198

scale-dependent dynamic (LASD) Smagorinsky model (Bou-Zeid et al. 2005). Extensive199
validation of the LASD model has been carried out in both wall-modeled simulations of200
unsteady atmospheric boundary layer flow (Momen & Bou-Zeid 2017; Salesky et al. 2017)201
and in simulations of flow over surface-resolved urban-like canopies (Anderson et al. 2015;202
Li et al. 2016; Giometto et al. 2016; Yang 2016). Validation for the setup used in this study203
is also shown in appendix A. Viscous stresses are neglected in the current study, and the204
skin friction is evaluated via an inviscid equilibrium logarithmic law of the wall for flow205
over aerodynamically rough surfaces (Giometto et al. 2016). Neglecting viscous stresses206
is valid under the assumption that SGS stress contributions are predominantly from the207
pressure field. Here, 𝑝∗ = 𝑝 + 1

3 𝜌𝜏
𝑆𝐺𝑆
𝑖𝑖

+ 1
2 𝜌𝑢̃𝑖𝑢̃𝑖 is the modified pressure, which accounts208

for the trace of SGS stress and resolved turbulent kinetic energy. The flow is driven by209
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a spatially uniform pressure gradient. The magnitude of friction velocity 𝑢𝜏 is calculated210
based on imposed pressure gradient such that (∇𝑝/𝜌)𝑉 𝑓 = 𝑢2

𝜏𝐴𝑠, where 𝑉 𝑓 is the volume211
of the fluid in the open channel and 𝐴𝑠 is the surface area. This allows the friction velocity212
to be an input parameter for this study. While different definitions of friction velocities are213
employed in the literature (Tian et al. 2023), we use the pressure gradient based definition of214
friction velocity in this study given its widespread usage in the open channel flow literature215
(Bou-Zeid et al. 2004; Philips et al. 2013; Fang & Porté-Agel 2015; Yang & Anderson216
2017; Stroh et al. 2020). The wall-parallel directions have periodic boundary conditions,217
while the upper boundary has free-slip boundary conditions, which can be expressed as218
𝑢3 = 0, 𝜕𝑢1/𝜕𝑥3 = 0 and 𝜕𝑢2/𝜕𝑥3 = 0. The lower surface represents an urban landscape with219
uniformly distributed cuboids. To resolve roughness elements, a discrete forcing immersed220
boundary method (IBM) is used (Mittal & Iaccarino 2005; Chester et al. 2007; Giometto221
et al. 2016), where an artificial force 𝐹𝑖 is employed to bring the velocity to zero within the222
cuboids. An algebraic equilibrium wall-layer model, based on the law of the wall, is applied223
over a narrow band at the fluid-solid interface, i.e. on the surfaces of the cuboids, as well as224
on the solid base wall.225

The spatial derivatives in the wall-parallel directions are computed by utilizing a pseudo-226
spectral collocation method that relies on truncated Fourier expansions (Orszag 1970).227
Conversely, in the wall-normal direction, a second-order staggered finite difference scheme is228
implemented. The time integration process involves the adoption of a second-order Adams-229
Bashforth scheme. To deal with non-linear advection terms, the 3/2 rule is utilized for de-230
aliasing (Canuto et al. 2007; Margairaz et al. 2018). Additionally, to ensure the enforcement231
of the incompressibility condition (2.1), a fraction step method (Kim & Moin 1985) is232
employed. The simulations are run for 200𝑇 , where 𝑇 is the large eddy turnover time defined233
as 𝑇 = 𝐿3/𝑢𝜏 to ensure temporal convergence of first and second-order statistics. The time234
step employed in these simulations is selected to maintain a Courant-Friedrichs-Lewy (CFL)235
number below 0.1, ensuring numerical stability.236

A large number of domain sizes are considered to study the impact of YAR, XAR,237
and SS. The size of the computational domain is [0, 𝐿1] × [0, 𝐿2] × [0, 𝐿3], with 𝐿3/ℎ238
taking values {4, 8, 12, 16}. Here ℎ is the height of cuboids, kept constant and equal to239
1 across all simulations. 𝐿2/𝐿3 takes values {1.5, 3.0, 4.5, 6.0} while 𝐿1/𝐿3 takes values240
{3.0, 6.0, 9.0, 18.0, 27.0}. An aerodynamic roughness length of 𝑧0 = 10−6ℎ is prescribed241
at the cube surfaces and the lower surface via the wall-layer model. With the chosen value242
of 𝑧0, the SGS pressure drag is a negligible contributor to the overall momentum balance243
(Yang & Meneveau 2016). The flow is in fully rough aerodynamic regime with a roughness244
Reynolds number 𝑅𝑒𝜏 ≡ 𝑢𝜏ℎ/𝜈 = 105. The domain is discretized using a uniform Cartesian245
grid where each cube is resolved using 𝑛1 × 𝑛2 × 𝑛3 = 4 × 4 × 8 for cases shown in246
table 2 and 3, and 𝑛1 × 𝑛2 × 𝑛3 = 6 × 6 × 12 for cases shown in table 4 and 5, where 𝑛𝑖247
denotes the number of collocation nodes per cube edge. In the case of lowest packing density248
accompanied by pronounced secondary flows, we have noted that the numerical instability249
of the compressed grid, necessary for boundary layer height-based scaling, has led to the250
generation of unrealistic flow patterns. Consequently, in our simulations involving packing251
density of 0.007 and SS of 4 and 8, we have utilized a grid resolution of 𝑛1×𝑛2×𝑛3 = 4×4×8,252
as detailed in table 5. The error attributed to grid compression was notably lower compared253
to the errors observed in the statistics, thereby validating the appropriateness of employing254
grid compression for the analysis of cases scaled with boundary layer height-based scaling.255
The chosen grid resolution ensures that the study is computationally feasible while providing256
adequate resolution to capture the flow dynamics with large domains. The analysis presented257
in appendix A and B shows that the chosen grid resolution yields flow statistics that are258
accurate up to second-order moments, based on the scope of this study.259
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Variable Name Variable Name
𝑈 mean streamwise velocity ℎ2 cross-stream width of cuboids
𝑢𝜏 friction velocity ℎ1 streamwise width of cuboids
𝐿2 cross-stream extent of the domain 𝑠2 cross-stream length of repeating unit
𝐿1 streamwise extent of the domain 𝑠1 streamwise length of repeating unit
𝐿3 boundary layer height 𝑥3 wall-normal distance
ℎ vertical height of cuboids

Table 1: Variables determining flow characteristics for open channel flow simulations of
flow over cuboids.

2.2. Dimensional Analysis and Setup of Simulations260

This section discusses the setup of simulations and scaling arguments for flow statistics261
based on a Buckingham Pi theorem rationale. As mentioned in the Introduction, the study262
aims to analyze the impact of domain geometry on flow statistics, with a lens on the YAR263
(𝐿2/𝐿3), XAR (𝐿1/𝐿3), and SS (𝐿3/ℎ) parameters. To achieve this objective, a suite of LES264
of flow over cuboid arrays is conducted, programmatically varying input parameters for the265
problem. Table 1 shows the quantities governing flow statistics; these quantities encompass266
two fundamental dimensions, length 𝐿 and time 𝑇 , so the considered flow system can be267
completely characterized by a total of 11 − 2 = 9 Pi groups (Buckingham 1914).268

Based on the choice of repeating parameters, two different scaling relations can be obtained269
for the flow statistics. The merits and limitations of each are discussed in the next sections.270

2.2.1. Canopy length-based scaling271

In the canopy length-based scaling, the vertical height of cuboids (ℎ) and friction velocity272
(𝑢𝜏) are chosen as repeating parameters. While all length scales are normalized by ℎ, special273
considerations are needed for 𝐿1 and 𝐿2 as the flow structures in the OL scale with the274
boundary layer height. By combining Pi groups, 𝐿1 and 𝐿2 can be scaled appropriately with275
𝐿3. Therefore, for example, the normalized mean streamwise velocity can be written in terms276
of non-dimensional groups as:277

𝑈/𝑢𝜏 = 𝑓

(
𝐿3
ℎ
,
𝐿2
𝐿3

,
𝐿1
𝐿3

,
ℎ2
ℎ
,
ℎ1
ℎ
,
𝑠2
ℎ
,
𝑠1
ℎ
,
𝑥3
ℎ

)
. (2.3)278

279

In order to study the impact of YAR (𝐿2/𝐿3) on the non-dimensional mean streamwise280
velocity, the set of simulations in table 2 are chosen where for a particular packing density,281
only the non-dimensional group 𝐿2/𝐿3 is varied across cases. This variation is achieved by282
varying the cross-stream length of the domain 𝐿2 while keeping the boundary layer height 𝐿3283
constant. In order to minimize the impact of SS, the largest available value of 𝐿3 is chosen.284
All the simulations have ℎ2/ℎ = ℎ1/ℎ = 1.285

A similar analysis is carried out to study the impact of XAR using the set of simulations in286
table 3. The variation in 𝐿1/𝐿3 is achieved by varying 𝐿1 while keeping 𝐿3 constant. Again,287
the largest value of SS (𝐿3/ℎ) is chosen to minimize the impact of the blockage effect. While288
the largest 𝐿2/𝐿3 among the available values is chosen for domains with 𝐿1/𝐿3 = 6 and 9,289
𝐿2/𝐿3 = 3.0 is chosen for cases with 𝐿1/𝐿3 = 3, since 3:3:1 is a very common aspect ratio290
of the domain found in canopy flow literature.291

To study the impact of SS on flow statistics, set of simulations in table 4 are chosen where292
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Cross-stream aspect ratio cases Resolution

𝜆𝑝 𝐿3/ℎ 𝐿2/𝐿3 𝐿1/𝐿3 𝑠2/ℎ 𝑠1/ℎ 𝑁1 × 𝑁2 × 𝑁3
0.25 16 1.5 6 2 2 384 × 96 × 128
0.25 16 3.0 6 2 2 384 × 192 × 128
0.25 16 4.5 6 2 2 384 × 288 × 128
0.062 16 1.5 6 4 4 384 × 96 × 128
0.062 16 3.0 6 4 4 384 × 192 × 128
0.062 16 4.5 6 4 4 384 × 288 × 128
0.062 16 6.0 6 4 4 384 × 384 × 128
0.028 16 1.5 6 6 6 384 × 96 × 128
0.028 16 3.0 6 6 6 384 × 192 × 128
0.028 16 4.5 6 6 6 384 × 288 × 128
0.028 16 6.0 6 6 6 384 × 384 × 128
0.007 16 1.5 6 12 12 384 × 96 × 128
0.007 16 3.0 6 12 12 384 × 192 × 128
0.007 16 4.5 6 12 12 384 × 288 × 128

Table 2: Set of simulations to study the impact of cross-stream aspect ratio of the
numerical domain on flow statistics. The Pi groups are mentioned in the table based on

(2.3). For all the simulations, ℎ2/ℎ = ℎ1/ℎ = 1.

Streamwise aspect ratio cases Resolution

𝜆𝑝 𝐿3/ℎ 𝐿2/𝐿3 𝐿1/𝐿3 𝑠2/ℎ 𝑠1/ℎ 𝑁1 × 𝑁2 × 𝑁3
0.25 16 3.0 3 2 2 192 × 192 × 128
0.25 16 4.5 6 2 2 384 × 288 × 128
0.25 16 4.5 9 2 2 576 × 288 × 128
0.25 16 4.5 18 2 2 1152 × 288 × 128
0.25 16 4.5 27 2 2 1728 × 288 × 128
0.062 16 3.0 3 4 4 192 × 192 × 128
0.062 16 4.5 6 4 4 384 × 288 × 128
0.062 16 4.5 9 4 4 576 × 288 × 128
0.062 16 4.5 18 4 4 1152 × 288 × 128
0.062 16 4.5 27 4 4 1728 × 288 × 128
0.028 16 3.0 3 6 6 192 × 192 × 128
0.028 16 4.5 6 6 6 384 × 288 × 128
0.028 16 4.5 9 6 6 576 × 288 × 128
0.028 16 4.5 18 6 6 1152 × 288 × 128
0.028 16 4.5 27 6 6 1728 × 288 × 128

Table 3: Set of simulations to study the impact of streamwise aspect ratio of the numerical
domain on flow statistics. The Pi groups are mentioned in the table based on (2.3). For all

the simulations, ℎ2/ℎ = ℎ1/ℎ = 1.
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Dimensionless groups for ℎ scaling Resolution

𝜆𝑝 𝐿3/ℎ 𝐿2/𝐿3 𝐿1/𝐿3 𝑠1/ℎ 𝑠2/ℎ 𝑁1 × 𝑁2 × 𝑁3
0.25 4 3.0 6 2 2 144 × 72 × 48
0.25 8 3.0 6 2 2 288 × 144 × 96
0.25 12 3.0 6 2 2 432 × 216 × 144
0.25 16 3.0 6 2 2 576 × 288 × 192
0.062 4 3.0 6 4 4 144 × 72 × 48
0.062 8 3.0 6 4 4 288 × 144 × 96
0.062 12 3.0 6 4 4 432 × 216 × 144
0.062 16 3.0 6 4 4 576 × 288 × 192
0.062 24 3.0 6 4 4 864 × 432 × 288
0.028 4 3.0 6 6 6 144 × 72 × 48
0.028 8 3.0 6 6 6 288 × 144 × 96
0.028 12 3.0 6 6 6 432 × 216 × 144
0.028 16 3.0 6 6 6 576 × 288 × 192
0.028 24 3.0 6 6 6 864 × 432 × 288
0.007 4 3.0 6 12 12 144 × 72 × 48
0.007 8 3.0 6 12 12 288 × 144 × 96
0.007 12 3.0 6 12 12 432 × 216 × 144
0.007 16 3.0 6 12 12 576 × 288 × 192

Table 4: Set of simulations to study the impact of scale separation 𝐿3/ℎ of the numerical
domain on flow statistics using canopy length-based scaling. The Pi groups are mentioned

in the table based on (2.3). For all the simulations, ℎ2/ℎ = ℎ1/ℎ = 1.

for a particular packing density, only 𝐿3/ℎ is varied across cases. This variation in 𝐿3/ℎ293
was achieved by varying the boundary layer height 𝐿3 while keeping the canopy height ℎ294
constant. It is later shown that 𝐿2/𝐿3 = 3 and 𝐿1/𝐿3 = 6 are large enough such that they do295
not artificially alter the flow statistics. Hence, these values are chosen while varying the SS.296

2.2.2. Boundary layer height-based scaling297

In boundary layer height-based scaling, the boundary layer height (𝐿3) and friction velocity298
(𝑢𝜏) are chosen as repeating parameters. While all length scales are normalized by 𝐿3, special299
considerations are needed for ℎ1 and 𝑠1. As the displacement distance is determined by the300
extent to which flow can penetrate the canopy layer, the parameter is significantly influenced301
by the height of the roughness element (ℎ), gaps between two elements in the streamwise302
direction (𝑠1) and the portion of the gap occupied by the roughness element (ℎ1). Thus, to303
preserve the displacement distance, it’s more appropriate to scale 𝑠1 and ℎ1 with canopy304
height ℎ, which can be achieved from a combination of the new set of Pi groups. Also, the305
normalized parameter ℎ/𝐿3 can be inverted to have a consistent SS definition throughout the306
paper.307

Therefore, for example, the normalized streamwise velocity can be written in terms of308
non-dimensional groups as:309

𝑈/𝑢𝜏 = 𝑓

(
𝐿3
ℎ
,
𝐿2
𝐿3

,
𝐿1
𝐿3

,
ℎ2
𝐿3

,
ℎ1
ℎ
,
𝑠2
𝐿3

,
𝑠1
ℎ
,
𝑥3
𝐿3

)
. (2.4)310

311

One may also choose to normalize ℎ1 with 𝑠1 and ℎ2 with 𝑠2 to preserve the extent of312
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Dimensionless groups for 𝐿3 scaling Resolution

𝜆𝑝 𝐿3/ℎ 𝐿2/𝐿3 𝐿1/𝐿3 ℎ1/ℎ ℎ2/𝐿3 𝑠1/ℎ 𝑠2/𝐿3 𝑁1 × 𝑁2 × 𝑁3
0.25 4 3.0 6 1 0.0625 2 0.125 144 × 288 × 48
0.25 8 3.0 6 1 0.0625 2 0.125 288 × 288 × 96
0.25 12 3.0 6 1 0.0625 2 0.125 432 × 288 × 144
0.25 16 3.0 6 1 0.0625 2 0.125 576 × 288 × 192
0.062 4 3.0 6 1 0.0625 4 0.25 144 × 288 × 48
0.062 8 3.0 6 1 0.0625 4 0.25 288 × 288 × 96
0.062 12 3.0 6 1 0.0625 4 0.25 432 × 288 × 144
0.062 16 3.0 6 1 0.0625 4 0.25 576 × 288 × 192
0.028 4 3.0 6 1 0.0625 6 0.375 144 × 288 × 48
0.028 8 3.0 6 1 0.0625 6 0.375 288 × 288 × 96
0.028 12 3.0 6 1 0.0625 6 0.375 432 × 288 × 144
0.028 16 3.0 6 1 0.0625 6 0.375 576 × 288 × 192
0.007 4 3.0 6 1 0.0625 12 0.75 96 × 192 × 32
0.007 8 3.0 6 1 0.0625 12 0.75 192 × 192 × 64
0.007 12 3.0 6 1 0.0625 12 0.75 432 × 288 × 144
0.007 16 3.0 6 1 0.0625 12 0.75 576 × 288 × 192

Table 5: Set of simulations to study the impact of scale separation 𝐿3/ℎ of the numerical
domain on flow statistics using boundary layer height-based scaling. The Pi groups are

mentioned in the table based on (2.4).

roughness element in the repeating unit. The Pi groups presented in (2.4) ensure that the313
pairs (ℎ1, 𝑠1) and (ℎ2, 𝑠2) are normalized by the same length scale, ℎ and 𝐿3 respectively.314
This automatically preserves ℎ1/𝑠1 and ℎ2/𝑠2 across cases, eliminating the need to modify315
these Pi groups further.316

To study the impact of SS on flow statistics, a new set of simulations is proposed in table 5317
based on boundary layer height-based scaling. Variation in 𝐿3/ℎ is achieved similarly by318
varying the boundary layer height 𝐿3 while keeping the canopy height ℎ constant. For the319
cases with 𝐿3/ℎ = 16, surface geometry contains regularly arranged cubes. However, in320
order to preserve ℎ2/𝐿3 across different SSs, the cross-stream extent of the cuboids ℎ2 must321
be adjusted, which results in distortion of the cube geometry. Therefore, as we decrease322
the domain height, the cuboids become slender in the cross-stream direction, while the323
streamwise extent of the cuboid remains the same, as it scales with the canopy height ℎ.324
The motivation for implementing this scaling technique arises from the inadequacies of325
traditional canopy length-based scaling for canopy flows, which fails to isolate the effects326
of SS accurately. This alternative approach provides more precise isolation of SS impacts327
across all packing densities, as explained in § 3.3 and shown in figure 11.328

3. Results and observations329

This section examines the impact YAR, XAR, and SS on selected turbulent flow statistics.330
Statistics are discussed on a per-layer basis for the three layers depicted in figure 1(c). To331
estimate the height of the RSL (𝑥3𝑟 ), we utilize a formula proposed by Chung et al. (2021),332

Rapids articles must not exceed this page length
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i.e.,333

𝑥3𝑟 =
𝑠2
2

+ 𝑑 , (3.1)334

where 𝑑 is the aerodynamic displacement height of the given surface. Values for 𝑑 are chosen335
from the values reported for square configurations in Kanda et al. (2004). This estimate is336
useful in predicting the extent of the RSL a priori; however, it tends to overestimate the337
height of RSL for densely packed configurations. For the purpose of our study, such shifts in338
the prediction of the extent of RSL have no significant impact on the error magnitudes, thus339
justifying the use of (3.1). Additionally, an analysis of the existence of an inertial sublayer is340
also presented in this section for cases with varying scale separations and packing densities.341

In this study, the operation of time-averaging is denoted by (·), while the process of spatial342
averaging in the horizontal directions is denoted by ⟨·⟩. The averaging operation in the UCL is343
defined as a superficial average, where the flow statistics are normalized by the total volume,344
which includes the solid canopy elements (Schmid et al. 2019). A fluctuation from space345
and time-averaged quantity is denoted by the symbol (·)′. It is important to note that all346
the second-order statistics under discussion are computed using the resolved portion of the347
flow field. The present study does not include a detailed examination of SGS stresses. This348
decision is based on their limited contribution, comprising less than 2% of the total Reynolds349
stress (Tian et al. 2023). Moreover, given that SGS stresses arise from small-scale motions,350
it is anticipated that the influence of domain boundary conditions on these stresses will be351
of negligible significance.352

3.1. Impact of cross-stream aspect ratio353

This section discusses the impact of YAR on first and second-order flow statistics as well354
as on the structure of turbulence through two-point correlation maps. To investigate the355
influence of YAR, simulations were conducted using three YAR values: 1.5, 3.0, and 4.5.356
These simulations were performed at four different packing densities, as outlined in table 2.357
Additionally, for packing densities of 0.062 and 0.028, simulations were carried out with a358
YAR value of 6.0. The discrepancy between the profiles obtained with YAR 4.5 and YAR359
6.0, concerning the first and second-order statistics considered in this subsection, does not360
exceed 1% across all layers. This satisfactory agreement between the results obtained using361
YAR 4.5 and YAR 6.0 suggests that the data derived from YAR 4.5 can confidently serve as362
the ground truth for the subsequent analysis presented in this subsection. Consequently, the363
following analysis exclusively focuses on the cases corresponding to YAR values of 1.5, 3.0,364
and 4.5.365

Figure 2 shows profiles of mean streamwise velocity for different YAR values and packing366
densities. Differences in the profiles can be solely attributed to the artificial effects of the367
cross-stream width of the domain. Table 6 shows the error norms in different parts of the368
boundary layer, which are also visualized in figure 4. The results indicate that the velocity369
profile of the narrow domain (i.e. YAR 1.5) can estimate this quantity within 2% error when370
compared to the velocity profile of the largest domain across all the layers and all the packing371
densities. Marginal improvements are seen in the error magnitudes when YAR is increased372
to 3.0.373

Figure 3 shows profiles of resolved mean streamwise variance for the same cases considered374
in figure 2 and errors in the different parts of the boundary layer are shown in table 6. It is375
observed that in UCL and URSL, the narrow domain is capable of predicting the resolved376
variance within 10% of the largest domain, except for the case with packing density of377
0.028, where the narrow domain results in a noticeable deviation in URSL, leading to an378
error of 17%. In the OL, the error in this quantity exceeds 14% for all cases except for the379
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Figure 2: Mean streamwise velocity profiles for different packing densities, (a) 0.25, (b)
0.062, (c) 0.028, (d) 0.007. The vertical profiles for each packing density correspond to

different cross-stream aspect ratio cases mentioned in table 2.
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Figure 3: Resolved mean streamwise variance profiles for different packing densities, (a)
0.25, (b) 0.062, (c) 0.028, (d) 0.007. The vertical profiles for each packing density

correspond to different cross-stream aspect ratio cases mentioned in table 2.

⟨𝑢1⟩/𝑢𝜏 ⟨𝑢′1𝑢
′
1⟩/𝑢

2
𝜏 𝐿22

𝜆𝑝 YAR UCL URSL OL UCL URSL OL UCL URSL OL
0.25 1.5 0.0036 0.0032 0.0116 0.0060 0.0043 0.0543 0.0261 0.0528 0.2048
0.25 3.0 0.0012 0.0004 0.0050 0.0008 0.0031 0.0388 0.0065 0.0163 0.0605
0.062 1.5 0.0014 0.0017 0.0159 0.0036 0.0066 0.1433 0.0414 0.0549 0.3490
0.062 3.0 0.0008 0.0010 0.0094 0.0013 0.0013 0.0203 0.0169 0.0063 0.0787
0.028 1.5 0.0192 0.0165 0.0165 0.0417 0.1722 0.2069 0.0428 0.0325 0.2574
0.028 3.0 0.0020 0.0011 0.0061 0.0088 0.0287 0.0263 0.0067 0.0088 0.0514
0.007 1.5 0.0136 0.0094 0.0105 0.0597 0.0563 0.1382 0.0514 0.0647 0.2187
0.007 3.0 0.0157 0.0159 0.0104 0.0721 0.0612 0.0522 0.0622 0.0243 0.0336

Table 6: Relative error (𝑙2 norm) of mean streamwise velocity, resolved mean streamwise
variance and resolved transverse integral length scale in urban canopy layer (UCL), upper

roughness sublayer (URSL) and outer layer (OL) for simulations with different
cross-stream aspect ratios (YAR). Results from the largest domain (YAR 4.5) are

considered as ground truths.
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Figure 4: Visualization of error values in table 6 for different packing densities, (a) 0.25,
(b) 0.062, (c) 0.028, (d) 0.007. Error values for different layers are represented by distinct

symbols: Square - Urban canopy layer (UCL), triangle - Upper roughness sublayer
(URSL), circle - Outer layer (OL).

densely packed case, for which the error remains within 6%. This observed error can be380
attributed to the tendency of the narrow domain to underestimate the value of variance. In381
contrast, the domain with YAR 3.0 can predict this quantity with an error magnitude that is382
approximately 7% or lower when compared to the profiles of the largest domain across all the383
layers and all the packing densities, indicating a reduced influence of artificial periodization384
in the cross-stream direction. This also indicates that the periodic boundary condition in the385
cross-stream direction has a lesser impact on the first-order statistics compared to the second-386
order statistics. In order to investigate the underlying cause of the observed statistical shifts387
in the narrow domain, we now use two-point correlation to assess the impact of restricting388
cross-stream width of the domain on the topology of turbulence.389

Figure 5 shows two-point correlation (𝑅11) contours and instantaneous flow field fluctua-390
tions for different YAR at 𝑥3/𝐿3 = 0.6. For brevity, only the cases with packing density of391
0.028 are shown here. This packing density is chosen to qualitatively assess the reason behind392
the narrow domain noticeably underpredicting the resolved mean streamwise variance, as393
seen in figure 3(c). The color bar is not shown here as the values are not used for inference;394
however, it is kept constant for all the flow field visualizations to get an appropriate sense395
of fast (red) and slow (blue) turbulent streaks. The two-point correlation between any two396
quantities is defined as397

𝑅𝛼𝛽 (Δ𝑥1,Δ𝑥2, 𝑥3) =
𝑢′𝛼 (𝑥1, 𝑥2, 𝑥3)𝑢′𝛽 (𝑥1 + Δ𝑥1, 𝑥2 + Δ𝑥2, 𝑥3)

𝜎𝑢𝛼
𝜎𝑢𝛽

(3.2)398

where 𝜎𝑢𝛼
is the standard deviation of the resolved fluctuating field 𝑢′𝛼. It is important to399

note that the presence of repeated indices in this context does not denote summation. From400
figure 5(a, c, e), we see that the streamwise extent of correlation for the narrow domain is much401
smaller compared to cases with YAR 3.0 and 4.5. This observation is strongly supported by402
the resolved streamwise instantaneous flow field fluctuations shown in figure 5(b, d, f). For403
the cases with YAR 3.0 and 4.5, we observe long streamwise turbulent structures of the order404
of the corresponding domain extent, justifying a more significant streamwise correlation.405
However, as shown in figure 5(b), no such structures are observed for the case with YAR406
1.5. This shows that the narrow cross-stream width of the domain can significantly alter the407
growth of turbulent flow structures in the streamwise direction.408

As these coherent structures scale with the separation distance from the wall and as figure 5409
only illustrates the case where 𝑥3/𝐿3 = 0.6, a more detailed analysis is needed to comment410
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Figure 5: Two point correlation 𝑅11 contours (a, c, e) and streamwise resolved
instantaneous flow field fluctuations (b, d, f) for cases with packing density 0.028. The

cross-stream aspect ratio is varied as: (a, b) 1.5, (c, d) 3.0, (e, f) 4.5. The wall-parallel slice
shown in all the figures is taken at 𝑥3/𝐿3 = 0.6.

on the suitability of the domain with YAR 1.5 to accommodate a pair of these structures411
at different vertical positions and across all packing densities (Tomkins & Adrian 2003;412
Ganapathisubramani et al. 2005; Coceal et al. 2007). To address this matter, we analyze the413
typical width of such structures and investigate the ability of the domain with YAR 1.5 to414
accommodate fast and slow turbulent streaks at different vertical locations.415

Figure 6 shows the total width of a fast and slow streak pair, which were observed in416
figure 5(d, f), as a function of height for cases with YAR 3.0 and 4.5. The width of a structure417
is computed as twice the cross-stream width over which 𝑅11 drops from 1 to 0. This width is418
then doubled to get the total width of the fast and slow streak pair. Figure 6 shows that as the419
size of streamwise coherent structure increases with height, the domain with YAR 1.5 is not420
sufficient to accommodate a pair of fast and slow streaks at 𝑥3/𝐿3 = 0.6. This explains why421
no streamwise coherence was observed in figure 5(b). We also see that till 𝑥3/𝐿3 ≈ 0.8, the422
domain with YAR 3.0 is sufficient to accommodate a fast and slow streak pair even as the423
cross-stream extent of the domain is increased to YAR 4.5. A rapid increase in the structure424
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Figure 6: Width of turbulent streamwise coherent structures consisting of fast and slow
streak pair. Cases with cross-stream aspect ratio (YAR) of 4.5 are shown in solid lines and
YAR of 3.0 in dashed lines. Colors correspond to different packing densities: 0.25 - red,

0.062 - green, 0.028 - blue, 0.007 - grey. Black vertical lines indicate the width of the
domain: dash-dot - YAR 1.5, dashed - YAR 3.0, solid - YAR 4.5. Purple horizontal line

(dashed) indicates height of the urban canopy layer.

size is observed beyond 𝑥3/𝐿3 ≈ 0.8 due to the free-slip boundary condition applied at the top425
of the computational domain, as it inhibits the inclined growth of the structures, conforming426
them to a planar configuration (Ganapathisubramani et al. 2005). Since canopy flow studies427
in the open-channel flow setup do not typically focus on this region of the boundary layer,428
YAR 3.0 can be considered good enough to capture these coherent structures in the region429
below 𝑥3/𝐿3 ≈ 0.8. A noticeable deviation can be seen in the width of streamwise coherent430
structures between cases with YAR 3.0 and 4.5. However, as seen from figure 2, figure 3 and431
table 6, the impact of this deviation does not significantly alter the first and second-order432
statistics. From figure 6 we also see that the vertical locations at which the width of the433
fast and slow streak pair exceeds the width of the domain with YAR 1.5 is different for434
different packing densities. For the case with highest packing density (i.e. 0.25), the crossing435
point lies at 𝑥3/𝐿3 ≈ 0.37. For packing densities 0.062 and 0.028, the crossing point lies436
at 𝑥3/𝐿3 ≈ 0.15, whereas this value is 𝑥3/𝐿3 ≈ 0.07 for packing density 0.007. Although437
these structures are seen to be increasing at a similar rate across all packing densities, the438
different vertical locations of these crossing points are a result of differences in the width of439
these structures near the top of the canopy layer. As observed by Coceal et al. (2007), the440
size of these structures near the canopy top is influenced by the geometry of obstacles, and441
their potential for growth depends on the configuration of said obstacles. This explains why442
different error magnitudes were observed in figure 3 across different packing densities for443
YAR 1.5, as the same domain width may or may not be able to accommodate these structures444
at a particular height based on the underlying surface configuration.445

So far, the analysis has shown that insufficient cross-stream width of a numerical domain446
can inhibit the growth of streamwise coherent structures. To analyze the impact of YAR on447
the cross-stream coherent structures, resolved transverse integral length scale 𝐿22 is shown448
in figure 7 as a function of height. Errors in the profiles in different parts of the boundary449
layer are shown in table 6. The integral length scale in this study is defined as450

𝐿𝛼𝛼 (𝑥3) =
∫ ∞

0
𝑅𝛼𝛼 (Δ𝑥1𝛿𝛼1,Δ𝑥2𝛿𝛼2, 𝑥3)𝑑Δ𝑥𝛼 (3.3)451

Thus, 𝐿22 characterizes the length of instantaneous flow structures in the cross-stream452
direction. Note that the presence of repeated indices in this context does not imply summation.453
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Figure 7: Resolved transverse integral length scale for different packing densities, (a) 0.25,
(b) 0.062, (c) 0.028, (d) 0.007. The vertical profiles for each packing density correspond

to different cross-stream aspect ratio cases mentioned in table 2.

To discard the noise present around the correlation value 0, a cutoff value of 0.2 is used to454
compute the resolved transverse integral length scale (Ganapathisubramani et al. 2005). The455
profile of the narrow domain in the OL exhibits significant deviation across all packing456
densities, as shown in figure 7, with errors exceeding 20% in all cases. Whereas in UCL and457
URSL, a maximum of 7% error is observed for the narrow domain. In contrast, the domain458
with YAR 3.0 is able to predict the length scale within 8% of the values of the profiles with459
the largest domain across all the layers and packing densities, indicating a reduced influence460
of cross-stream periodization on the spanwise growth of coherent structures. It is crucial461
to acknowledge that the two-point correlation function in the RSL cannot be considered462
independent of the position vector due to the heterogeneity of the flow field. In the RSL,463
strong signatures from the mean flow patterns affect the values of the integral length scale.464
Nevertheless, accepting this limitation permits the assessment of domain size impact in these465
layers based on the observed deviations since the mean flow patterns should have the same466
effect under identical surface configurations and flow conditions.467

The extent of 𝑅22 is often used to see how far the flow field is correlated in the cross-stream468
direction. For the turbulent channel flow simulation, Moin & Kim (1982) showed that the469
transverse correlation becomes zero around 1.6𝐿3 for a large domain. Based on this, they470
estimated that a cross-stream domain length of 3.2𝐿3 is sufficient to accommodate coherent471
structures, which is in agreement with the presented results. However, the extent of transverse472
correlation does not always provide a complete picture. As shown in figure 5, the destruction473
of coherent structures for the narrow domain will also result in a de-correlated flow field,474
wrongly indicating the domain to be sufficient for de-correlation to occur.475

3.2. Impact of streamwise aspect ratio476

This section discusses the impact of XAR of the numerical domain on first and second-order477
flow statistics as well as on the structure of turbulence through two-point correlation maps.478

Long structures seen in figure 5 are also a consequence of periodic boundary condition479
in the streamwise direction. In order to assess the impact of the interactions of these infinite480
structures, configurations mentioned in table 3 are simulated where the streamwise extent of481
the domain is varied systematically.482

Figure 8 shows the resolved 𝑅11 correlation contours, mean streamwise velocity, resolved483
mean streamwise variance and resolved longitudinal integral length scale for cases with484
different XARs. For brevity, only the cases with packing density of 0.028 are shown here.485
From the figure, we see that as the domain is restricted in the streamwise direction, the486
correlation that infinite structures can sustain increases due to periodic boundary condition.487
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Figure 8: Two point correlation 𝑅11 contours (a, c, e), mean streamwise velocity (b),
resolved mean streamwise variance (d), resolved longitudinal integral length scale (f) for

cases with packing density 0.028. The streamwise aspect ratio (XAR) is varied as: (a) 3.0,
(c) 9.0, (e) 27.0. The wall-parallel slice shown in (a, c, e) is taken at 𝑥3/𝐿3 = 0.6. Domain

configurations for cases with different XAR are shown in table 3.

Figure 8(a) shows that the infinite structure can sustain a positive correlation of 0.4 throughout488
the domain for the case with XAR 3.0. This value drops to 0.2 as the streamwise extent of489
the domain is increased, as shown in figure 8(c) for XAR 9.0. As the XAR is increased490
further to 27.0, the domain can no longer sustain a positive correlation of 0.2 at 𝑥3/𝐿3 = 0.6491
as shown in figure 8(e). The same is observed with negative correlation contours where the492
infinite structures can sustain a -0.2 correlation throughout the domain for cases with XAR493
3.0 and 6.0, which is not observed for the case with XAR 9.0 and beyond. Figure 8(b, d,494
f) shows mean streamwise velocity and variance, as well as the integral length scale 𝐿11,495
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⟨𝑢1⟩/𝑢𝜏 ⟨𝑢′1𝑢
′
1⟩/𝑢

2
𝜏

𝜆𝑝 XAR UCL URSL OL UCL URSL OL
0.25 3.0 0.0059 0.0078 0.0351 0.0075 0.0262 0.1328
0.25 6.0 0.0015 0.0028 0.0073 0.0011 0.0017 0.0305
0.25 9.0 0.0017 0.0004 0.0022 0.0046 0.0053 0.0226
0.25 18.0 0.0004 0.0000 0.0062 0.0006 0.0014 0.0303
0.062 3.0 0.0040 0.0029 0.0413 0.0193 0.0567 0.1988
0.062 6.0 0.0023 0.0024 0.0111 0.0087 0.0155 0.0141
0.062 9.0 0.0025 0.0016 0.0160 0.0031 0.0051 0.0045
0.062 18.0 0.0007 0.0006 0.0025 0.0043 0.009 0.0058
0.028 3.0 0.0047 0.0055 0.0298 0.0298 0.0542 0.1198
0.028 6.0 0.0006 0.0016 0.0171 0.0148 0.038 0.0456
0.028 9.0 0.0011 0.0005 0.0109 0.0104 0.0135 0.0265
0.028 18.0 0.0008 0.0002 0.0014 0.0031 0.0185 0.0307

Table 7: Relative error (𝑙2 norm) of mean streamwise velocity and resolved mean
streamwise variance in urban canopy layer (UCL), upper roughness sublayer (URSL), and

outer layer (OL) for simulations with different streamwise aspect ratios (XAR). Results
from the largest domain (XAR 27.0) are considered as ground truths.
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Figure 9: Visualization of error values in table 7 for different packing densities, (a) 0.25,
(b) 0.062, (c) 0.028. Error values for different layers are represented by distinct symbols:
Square - Urban canopy layer (UCL), triangle - Upper roughness sublayer (URSL), circle -

Outer layer (OL).

which characterizes the length of instantaneous flow structures in the streamwise direction496
and is computed in accordance with (3.3), using a cutoff value of 0.5 (Ganapathisubramani497
et al. 2005). The increased cutoff value, compared to the 0.2 used for 𝐿22, ensures that all498
analyzed cases, spanning various domains and packing densities, demonstrate a correlation499
value below the chosen contour threshold. From these statistics, we see that the strength of500
correlation resulting from periodization influences the first and second-order statistics. The501
cases with smaller streamwise extent tend to increase the correlation of the infinite structures502
throughout the domain, which coincides with increased resolved variance and slower mean503
streamwise velocity. The decrease in mean streamwise velocity is likely the result of increased504
turbulent mixing.505

The case with the shortest domain (i.e. XAR 3.0) was found to produce a mean streamwise506
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Figure 10: Mean streamwise velocity profiles for different packing densities, (a) 0.25, (b)
0.062, (c) 0.028, (d) 0.007. The vertical profiles for each packing density correspond to

different scale separation cases mentioned in table 4.

velocity prediction that is within 4% of the values obtained from the largest domain (i.e.507
XAR 27.0) across all layers and packing densities, as shown in table 7. Figure 9 provides508
a visual representation of these error values.. The maximum error observed in the resolved509
mean streamwise variance for the UCL and URSL remains limited to 6% for all cases with510
the same domain. In contrast, the resolved mean streamwise variance error in the OL can511
increase up to 20% for the shortest domain. On the other hand, the case with XAR 6.0 is able512
to predict both the statistics within 5% of the values obtained from the largest domain across513
all the layers and packing densities, indicating a reduced influence of artificial periodization514
on first and second-order statistics. This also indicates that the periodic boundary condition515
in the streamwise direction has a lesser impact on the first-order statistics compared to the516
second-order statistics.517

It is interesting to note that the impact of a restricted streamwise and cross-stream domain518
extent on flow statistics is entirely the opposite. When the cross-stream width of the domain519
is restricted, it inhibits the growth of coherent structures, which can lead to lower variance520
and higher mean streamwise velocity. Conversely, when the streamwise length of the domain521
is restricted, it enhances the strength of coherent structures due to artificial periodization,522
resulting in higher variance and lower mean streamwise velocity.523

3.3. Impact of scale separation524

This section discusses the impact of SS (𝐿3/ℎ) of the numerical domain on first and second-525
order flow statistics. Here, two different scalings mentioned in §2.2.1 and §2.2.2 are discussed526
in order to isolate the impact of SS appropriately.527

Initially, simulation configurations are selected based on canopy length-based scaling528
discussed in §2.2.1 to achieve different SSs. The configurations are mentioned in table 4.529
This is the conventional way to test the impact of SS, where the domain height is varied530
systematically without changing the surface.531

Figure 10 shows profiles of mean streamwise velocity for different SSs and packing532
densities. For the case with the highest packing density shown in figure 10(a), all the velocity533
profiles from SS 8 to 16 collapse quite well. However, this trend is not observed when534
the packing density of the canopy surface is systematically decreased. Figure 10(b, c, d)535
show significant deviation in the mean velocity profile when the SS varies from 8 to 16. This536
significant difference in the velocity profiles is observed for the sparsely packed cases because537
varying 𝐿3/ℎ while keeping 𝑠2/ℎ constant changes a key parameter 𝑠2/𝐿3, which controls538
the size and strength of secondary flows in sparse, regularly aligned canopies (Willingham539
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length-based scaling, whereas configuration in (c) is scaled down from (a) based on
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Figure 12: Resolved mean streamwise variance profiles for different packing densities, (a)
0.25, (b) 0.062, (c) 0.028, (d) 0.007. The vertical profiles for each packing density

correspond to different scale separation cases mentioned in table 4.

et al. 2014; Yang & Anderson 2017; Vanderwel & Ganapathisubramani 2015). For example,540
when the domain height is decreased from 16ℎ to 8ℎ for the sparse configuration with541
packing density 0.007, for which 𝑠2/ℎ is equal to 12, 𝑠2/𝐿3 changes from 0.75 to 1.5. When542
𝑠2/𝐿3 is 0.75, it results in the generation of moderately strong secondary flows, whereas543
when the parameter is increased to 1.5, it results in strong secondary flows, which occupy544
the entire half-channel height. Figure 11 displays this effect. When the base configuration545
shown in figure 11(a) is scaled down using canopy length-based scaling, the resulting flow546
configuration shown in figure 11(b) is quite different. A dashed green line is drawn for547
reference at 𝑥3/ℎ = 6.4. We can clearly see that at this height, the flow configuration is548
entirely different, and the magnitude of this difference is directly related to the size and549
strength of secondary flows in the base configuration. Hence, the deviation observed in550
figure 10(b, c, d) cannot be solely attributed to the effect of SS. These results highlight that,551
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⟨𝑢1⟩/𝑢𝜏 ⟨𝑢′1𝑢
′
1⟩/𝑢

2
𝜏

𝜆𝑝 SS UCL URSL UCL URSL
0.25 4 0.0684 0.0280 0.0663 0.3004
0.25 8 0.0431 0.0066 0.0184 0.1273
0.25 12 0.0149 0.0026 0.0073 0.0395
0.062 8 0.0303 0.0272 0.0208 0.1584
0.062 12 0.0080 0.0040 0.0051 0.0528

Table 8: Relative error (𝑙2 norm) of mean streamwise velocity and resolved mean
streamwise variance in urban canopy layer (UCL) and upper roughness sublayer (URSL)

for simulations with different scale separations (SS) mentioned in table 4. Results from the
domain with SS 16 are considered as ground truths.
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Figure 13: Visualization of error values in table 8 for different packing densities, (a) 0.25,
(b) 0.062. Error values for different layers are represented by distinct symbols: Square -

Urban canopy layer (UCL), triangle - Upper roughness sublayer (URSL).

for sparse configurations which induce secondary flows, the set of Pi groups stated in (2.3)552
cannot be used to isolate the impact of SS. For the densely packed case, the strength of the553
secondary flows is very weak due to the limiting cross-stream gap, and the surface essentially554
behaves as a conventional rough surface (Yang & Anderson 2017). This is why decreasing the555
parameter 𝑠2/𝐿3 with increasing domain height does not have any impact on already weak556
secondary flows, which justifies the good collapse of streamwise velocity profiles observed557
in figure 10(a) across a large range of SS values.558

Considering the outcomes illustrated in figure 10(a), it becomes apparent that the influence559
of domain height on the mean velocity profile throughout the domain, via the generation of560
secondary flows, becomes negligible when the ratio 𝑠2/𝐿3 ≲ 0.25. Thus, achieving converged561
mean velocity profiles appears feasible by adhering to the following SS criterion:562

𝐿3
ℎ
≳ 4

𝑠2
ℎ
. (3.4)563

Consequently, (3.4) postulates that in scenarios with a packing density of 0.062, where564
𝑠2/ℎ = 4, the mean velocity profiles will converge satisfactorily beyond an SS value of 16. In565
contrast, for packing density 0.028, where 𝑠2/ℎ = 6, deviations in the mean velocity profiles566
will persist even at an SS of 16. To test the validity of (3.4), two additional simulations567
are conducted with SS 24 for packing densities 0.062 and 0.028. The inference drawn from568
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the equation aligns with the observations in figure 10(b, c), where the mean streamwise569
velocity profile with SS 16 is within 1% of the profile with SS 24 for a packing density570
of 0.062. Meanwhile, for a packing density of 0.028, discrepancies in the velocity profile571
remain noticeable at both SS values of 16 and 24. Hence, (3.4) provides us with the means to572
make informed decisions regarding the appropriate SS level required to completely mitigate573
the impact of secondary flows on the mean velocity profiles.574

Figure 12 depicts profiles of resolved mean streamwise variance for various SSs and575
packing densities. The figure demonstrates that the rate of variance decay is significantly576
affected by the top boundary condition. Furthermore, the change in the parameter 𝑠2/𝐿3577
also affects the variance values in the RSL. Yang & Anderson (2017) showed that surfaces578
with 𝑠2/𝐿3 considerably below 1 behave as conventional rough surfaces and exhibit weaker579
secondary circulations. Since the secondary flows are weak in such cases, the RSL statistics580
are predominantly affected by the wake flow from the canopies. Turbulence scales in the581
wake flow are primarily influenced by the dimensions of the canopy, which are preserved in582
canopy length-based scaling (Raupach et al. 1991). As a result, the turbulence features of583
the RSL remain similar for these cases, enabling comparisons across different SSs. Hence,584
this scaling can still be used to evaluate the impact of SS on RSL statistics for cases with585
packing densities of 0.25 and 0.062 and for scale separations where 𝑠2/𝐿3 is less than or586
equal to 0.5. It is worth noting, however, that instances with 𝑠2/𝐿3 ≈ 0.5 also display minor587
secondary scale circulations, indicating that the RSL traits may not be identical, but these588
will not contribute significantly to the flow statistics. The error values of these cases in the589
UCL and URSL are presented in table 8 and visualized in figure 13. The maximum error590
observed for the mean streamwise velocity is less than 7% across all scale separations. As for591
the resolved variance, the maximum error observed in the UCL is also less than 7% across all592
scale separations. In the URSL, the cases with a scale separation of 12 capture this statistic593
with a maximum error of approximately 5%, while the error can reach up to 15% for the594
cases with a scale separation of 8 and 30% for the case with a scale separation of 4. The595
discussion in the previous two paragraphs demonstrates that the canopy length-based scaling596
is unable to accurately isolate the impact of SS on turbulent flow statistics in the sparse cases597
which generate secondary flows as well as in the outer layer. Although scaling 𝑥3 with 𝐿3598
instead of ℎ enables comparison of statistics in the outer layer for selected cases, it still does599
not facilitate comparison of the statistics for sparse cases or packing density 0.062 with scale600
separation 4. Thus, to overcome the limitations of canopy length-based scaling and to study601
the impact of SS across all the packing densities and the outer layer, a change in the repeating602
parameter determining the length scale is required.603

A different scaling was proposed in §2.2.2, where the domain height was chosen as a604
repeating parameter. This results in a different set of Pi groups presented in (2.4). The605
effect of this change in the repeating parameter can be appreciated in figure 11. When the606
base configuration shown in figure 11(a) is scaled down using boundary layer height-based607
scaling shown in figure 11(c), a similar flow configuration is achieved. A green dashed line608
is drawn for reference at 𝑥3/𝐿3 = 0.4, which accurately compares the extent of secondary609
circulation despite having different SS. Figure 11(c) also demonstrates that the underlying610
surface configuration changes and the cuboids become slender when the SS is decreased611
as per boundary layer height-based scaling. However, it should be noted that this change in612
configuration preserves the frontal area fraction of the surface, which results in a similar 𝑧0613
value throughout the cases for a fair comparison.614

As the length scales of eddies in the RSL are predominantly associated with the canopy615
lengths, a direct comparison of statistics is not possible in this region, as the boundary layer616
height-based scaling distorts the surface. However, we can still compare statistics in the OL617
as it has turbulent eddies independent of canopy scales. Also, the OL turbulence is most618
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Figure 14: Mean streamwise velocity defect profiles for different packing densities, (a)
0.25, (b) 0.062, (c) 0.028, (d) 0.007. The vertical profiles for each packing density

correspond to different scale separation cases mentioned in table 5.
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Figure 15: Resolved mean streamwise variance profiles for different packing densities, (a)
0.25, (b) 0.062, (c) 0.028, (d) 0.007. The vertical profiles for each packing density

correspond to different scale separation cases mentioned in table 5.

SS - ⟨𝑢1⟩/𝑢𝜏 SS - ⟨𝑢′1𝑢
′
1⟩/𝑢

2
𝜏

𝜆𝑝 4 8 12 4 8 12
0.250 0.1413 0.1269 0.0793 0.2366 0.1047 0.0223
0.062 0.3939 0.2026 0.1004 0.2865 0.1751 0.0775
0.028 0.8532 0.3279 0.1192 0.2773 0.0720 0.0219
0.007 0.4091 0.1268 0.0029 0.1836 0.0950 0.0143

Table 9: Relative error (𝑙2 norm) of mean streamwise velocity and resolved mean
streamwise variance for simulations with different scale separation and packing densities
mentioned in table 5. Results from the case with the largest scale separation (𝐿3/ℎ = 16)

are considered as ground truths. The statistics are compared in the outer layer (OL).

affected by the SS due to its close proximity to the no-stress boundary condition. Thus,619
minimizing the impact of SS in the OL ensures that the impact of SS is minimal in UCL and620
URSL.621

In order to accurately match equivalent points in the outer layer across cases, a new scaling622
is introduced, which maps the extent of the outer layer from 0 to 1. A non-dimensional623
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Figure 16: Visualization of error values in table 9 for different packing densities, (a) 0.25,
(b) 0.062, (c) 0.028, (d) 0.007. Circle represents error values in the outer layer (OL).

function 𝑓 (𝑥3, 𝑥3𝑟 , 𝐿3) is defined as:624

𝑓 (𝑥3, 𝑥3𝑟 , 𝐿3) =
𝑥3 − 𝑥3𝑟
𝐿3 − 𝑥3𝑟

, (3.5)625

where 𝑥3𝑟 is the height of the RSL, which is calculated from (3.1).626
Figure 14 shows the mean streamwise velocity defect for different SSs and packing627

densities. Simulation setups for the shown cases can be found in table 5. A converging628
trend is observed across different packing densities, which was absent in figure 10. Figure 15629
shows the resolved mean streamwise variance for the same cases. We observe that the errors630
between the streamwise velocity and resolved streamwise variance profiles shown in table 9631
are relatively smaller for the densely packed case as well as the most sparse configuration632
considered in this study. Figure 16 provides a visual representation of these error values. A633
physical explanation for this behavior can be provided by examining the characteristics of the634
RSL in the distorted surfaces. In canopy flows that do not generate secondary flows, the RSL635
is dynamically influenced by length scales associated with roughness elements (Raupach636
et al. 1991). Therefore, the change in the dimensions of cuboids required to preserve the637
𝑠2/𝐿3 Pi group changes the RSL characteristics of the surface. When the SS is low, the OL638
is not truly independent of influence from the roughness elements, and this change in the639
RSL turbulence also affects statistics in the OL. For the case with high packing density, the640
RSL does not extend significantly beyond the UCL, as can be inferred from the magnitude of641
dispersive fluxes (not shown), and OL independence is quickly achieved. In sparse canopies642
that generate secondary flows, the RSL is predominantly occupied by the counter-rotating643
vortices, which are preserved when the surface is scaled as per the boundary layer height-644
based scaling. Hence, the boundary layer height-based scaling tends to preserve the RSL645
characteristics for the sparse cases generating secondary flows. This explains the observed646
lower shift in streamwise velocity and resolved streamwise variance profiles for highly dense647
and highly sparse cases. From the table, we see that the domains with SS 12 predict both648
the quantities with less than 12% error in the OL, and this error magnitude is likely to be649
lesser in UCL and URSL given their relatively more significant separation from the top650
boundary. In contrast the error for cases with SS 4 and 8 can be substantial and we refer the651
reader to table 9 for specific values. Also, a monotonic increase is observed in the value of652
resolved variance as the SS is increased, except for the case with strong secondary flows.653
This shows that domains with smaller SSs tend to inhibit the growth of turbulent structures,654
which contribute to the variance magnitude. This behavior is clearly linked to the free-slip655
upper boundary condition, which is known to dampen velocity fluctuations, especially those656
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in the vertical direction. In cases where strong secondary flows are present, the reversal in657
the trend indicates that the patterns of strong mean flow in the RSL affect the turbulence in658
the OL, leading to a higher variance value. However, when the SS is increased beyond 12,659
the statistics show excellent collapse, suggesting the recovery of OL independence.660

3.4. Existence of inertial sublayer in canopy flows661

In this section, the existence of an inertial sublayer is examined for cases with different662
SS available from the suite of simulations presented in table 4. In urban boundary layer663
flow, the inertial sublayer exists between the RSL and OL and is the region where most of664
the turbulent kinetic energy is generated (Jiménez 2004). A logarithmic rise in the velocity665
within the region characterizes this layer. In the flow over roughness elements, the logarithmic666
profile can be described in terms of aerodynamic roughness length 𝑧0, which quantifies the667
ability of the surface to absorb momentum, as668

⟨𝑢1⟩
𝑢𝜏

=
1
𝜅

ln
(
𝑥3 − 𝑑

𝑧0

)
, (3.6)669

where 𝑑 is the aerodynamic displacement height of the given surface. As the existence of an670
inertial sublayer is not always guaranteed, we use a modified form of (3.6) in this study, as671

⟨𝑢1⟩
𝑢𝜏

=
1
𝜅

ln
(
𝑥3 − 𝑑

𝐿3

)
− 𝛽 , (3.7)672

where 𝛽 is a dimensionless constant defined as673

𝛽 =
1
𝜅

ln
(
𝑧0
𝐿3

)
. (3.8)674

Figure 17 depicts the mean streamwise velocity across multiple cases with varying packing675
densities and SSs in accordance with (3.7). In this study, the value of 𝜅 is chosen as 0.384676
as recommended by Monkewitz et al. (2008). The solid black line in the figure serves as a677
reference to highlight the logarithmic profile of rough wall flow with a reference roughness678
length 𝑧0ref = 0.25 and 𝑑 = 0. The matching of slope of the profiles with the reference line679
indicates the existence of an inertial sublayer. The extent of deviation from the reference line680
depends on the magnitude of 𝑧0. For the existence of logarithmic profiles, a layer sufficiently681
distant from the surface is necessary, such that the canopy scales do not impact the flow,682
and from the boundary layer height, such that 𝐿3 is not a dominant length scale. Hence, SS683
becomes an essential parameter to determine whether the characteristics of the true inertial684
sublayer can be retrieved. In this study, an upper limit of 0.15𝐿3 is considered for the inertial685
sublayer as beyond this height, the boundary layer height 𝐿3 becomes a dominant scale686
(Jiménez 2004; Marusic & Monty 2019). However, some researchers have recommended a687
larger value of 0.3𝐿3 (Pope 2000). The dashed lines in Figure 17 indicate the upper limit688
of 0.15𝐿3 for cases with 𝜆𝑝 = 0.25 and 0.062, and the colors correspond to the velocity689
profiles. The solid horizontal lines represent the height of the canopy in these cases.690

Figure 17(a, b) shows that a logarithmic rise in the velocity is noticeable for cases with691
packing densities of 0.25 and 0.062 and SSs of 12 and 16. However, as the SS decreases to692
8, the extent of the logarithmic layer is substantially reduced compared to the SSs of 12 and693
16. For this SS, the logarithmic rise is only observed for the case with a packing density of694
0.25 around the 0.15𝐿3 mark. This occurs because the height extent of the RSL for a densely695
packed configuration (e.g., 𝜆𝑝 = 0.25) is smaller than that for configurations with relatively696
sparse arrangements (e.g., 𝜆𝑝 = 0.062), which can be observed from the extent to which the697
dispersive fluxes are significant (not shown). Hence, for the case with 𝜆𝑝 = 0.25, the extent698
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Figure 17: Mean streamwise velocity profiles for different scale separations, (a) 16, (b) 12,
(c) 8, (d) 4. The vertical profiles for each scale separation correspond to different packing
density cases mentioned in table 4. The horizontal lines correspond to the region between
canopy height (𝑥3/ℎ = 1, solid) and the theoretical limit of the extent of inertial sublayer

(𝑥3/𝐿3 = 0.15, dashed) for packing densities 0.25 and 0.062.

of the RSL does not entirely occupy the significant portion of the region where the inertial699
sublayer can exist. However, the same is not true for the case with 𝜆𝑝 = 0.062. For cases700
with a SS of 4, the height of the canopy exceeds the upper limit of the extent of the inertial701
sublayer, and thus, the inertial sublayer is not observed for any case. For packing density702
0.25 and 0.062 and SS 16, the corresponding 𝑧0 values are measured at 0.068 and 0.086,703
respectively. Across different SSs where the logarithmic profile is observed, the 𝑧0 values704
remain within 0.5% of those observed for SS 16.705

Cases with packing densities of 0.028 and 0.007 have been excluded from the above706
discussion because these configurations generate secondary flows (see § 3.3). The size and707
strength of the secondary flows are significantly influenced by the height of the boundary708
layer, as 𝑠2/𝐿3 is one of the crucial parameters governing secondary flows. Thus, for the709
cases with secondary flows, the height of the boundary layer 𝐿3 directly impacts the flow710
velocity in the RSL, which are occupied by the counter-rotating vortices. Consequently, if 𝐿3711
affects the velocity at the wall as well as near the top boundary, there is no layer in-between712
where the impact of 𝐿3 on the velocity can be neglected. As a result, the basic requirement713
of independence from 𝐿3 required for the existence of an inertial sublayer does not hold,714
and thus we do not observe an inertial sublayer for these cases in figure 17. This behavior is715
consistent with findings from secondary flow research by Willingham et al. (2014).716

These findings highlight a crucial aspect of canopy flows, where the existence of an inertial717
sublayer is not solely determined by the SS as in the case of smooth wall flows but also depends718
on the packing density of the underlying surface. Figure 17 illustrates that, for a given SS,719
the inertial sublayer may or may not exist depending on the underlying canopy configuration.720
Specifically, for a densely packed configuration, the flow may exhibit an inertial sublayer,721
while a sparsely arranged canopy may not exhibit such a layer for a particular SS.722

4. Conclusion723

In this study, we investigate the impact of numerical domain size on turbulent flow statistics724
for canopy flows spanning a wide range of packing densities. Specifically, we consider725
the impact of three relevant length scales: YAR (𝐿2/𝐿3), XAR (𝐿1/𝐿3), and SS (𝐿3/ℎ).726
Furthermore, we explore the question of the existence of an inertial sublayer for a wide727
range of cases with different packing densities and scale separations. Our findings reveal728
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that poorly designed domains can have a significant impact on turbulent flow statistics and729
turbulent coherent structures. We outline the main findings of this study as follows:730

(i) Impact of cross-stream aspect ratio (𝐿2/𝐿3): Narrower domains, characterized by YAR731
considerably below 3.0, can be inadequate to accommodate a pair of fast and slow turbulent732
streaks, thereby artificially destroying the growth of turbulent structures in the streamwise733
direction. Additionally, a decrease in the growth of cross-stream structures is observed by734
analyzing the resolved integral length scale 𝐿22 in narrower domains. Moreover, the statistics735
indicate that narrower domains tend to underpredict the value of resolved streamwise variance736
across a wide range of packing densities. Overall, it is concluded that domains with YAR737
3.0 or more are sufficient to reduce the artificial impact of cross-stream periodization and738
to accurately capture the first and second-order statistics. Detailed information about the739
specific errors in first and second-order statistics in UCL, URSL, and OL can be found in740
table 6.741

(ii) Impact of streamwise aspect ratio (𝐿1/𝐿3): Shorter domains, characterized by XAR742
considerably below 6.0, experience excessive periodization, resulting in an artificial strength-743
ening of the turbulent coherent structures in the streamwise direction. As a result, the coherent744
structures may exhibit longer correlation values throughout the domain. Additionally, the745
statistics reveal that the shorter domains tend to overpredict the value of resolved streamwise746
variance across a wide range of packing densities. Overall, it is determined that domains with747
XAR 6.0 or more are sufficient to reduce the artificial impact of streamwise periodization748
and to accurately capture the first and second-order statistics. Detailed information about the749
specific errors in first and second-order statistics in UCL, URSL, and OL can be found in750
table 7.751

(iii) Impact of scale separation (𝐿3/ℎ): This study demonstrates that the conventional752
method to test the impact of scale separation has major limitations for canopy flows, especially753
for configurations where the parameter 𝑠2/𝐿3 exceeds 0.5. To overcome the limitations of the754
existing method, a new set of Pi groups is proposed that can relatively accurately isolate the755
effects of scale separation. Using the novel 𝐿3 scaling approach, we observe that domains756
with limited scale separation tend to underestimate the resolved variance values in the outer757
layer. In addition, our findings reveal that a scale separation of 12 and above is adequate758
to reduce the artificial impact of the top boundary condition on flow statistics in the UCL,759
URSL, and till, up to at least 0.6𝐿3 in the OL. Detailed information about the specific errors760
in first and second-order statistics can be found in table 8 and 9.761

(iv) Existence of inertial sublayer: Conventionally, scale separation is considered the sole762
parameter to determine the presence of an inertial sublayer in a flow field. However, our763
study shows that for canopy flows, the existence of an inertial sublayer depends not only764
on scale separation but also on the arrangement of the underlying surface. This is because765
the extent of the RSL depends on the underlying surface configuration and also because766
certain arrangements generate secondary flows which occupy the entire RSL. We found767
that for moderately dense (𝜆𝑝 = 0.062) and dense (𝜆𝑝 = 0.25) cases, a logarithmic rise in768
the streamwise velocity profile could be recovered for scale separations of 12 and beyond.769
However, for a scale separation of 8, only the densely packed case (𝜆𝑝 = 0.25) exhibited the770
characteristic logarithmic rise. For sparse configurations which generate secondary flows, it is771
observed that the inertial sublayer does not exist for any scale separation. Scaling justification772
is provided in order to support the observed results for secondary flow cases.773

Overall, our results indicate that a domain with an SS of 12 or larger, YAR of 3.0 or larger,774
and XAR of 6.0 or larger is suitable for minimizing the artificial impacts of the numerical775
domain. However, researchers can use the error values reported in tables 6, 7, 8 and 9 to776
choose smaller domain than recommended based on their region of interest and research777
purpose. It is important to note that our study only considers the aligned configuration of778
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canopy elements, but we expect our recommendations to be valid for staggered as well779
as other configurations based on the physical justifications provided in each section. We780
recommend that researchers match their configurations with an aligned configuration that781
has a similar extent of RSL.782
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Appendix A.793

In this section, we compare our LES results with independent DNS, LES and wind tunnel794
data to showcase validity of the results presented in this study. For this purpose, a staggered795
configuration with packing density 0.25 is simulated. The DNS results of Coceal et al. (2006)796
with 32 nodes per cube (DNS C32) and 64 nodes per cube (DNS C64) are chosen, while797
the LES result of Anderson et al. (2015) (LES A) is chosen to perform the validation. Wind798
tunnel data from Cheng & Castro (2002) (WT CC) is chosen for the same configuration. The799
domain size chosen for this validation consists of SS 4, YAR 3 and XAR 6. The SS of 4 is800
chosen such that statistics in UCL,URSL and OL can be compared with DNS C32, DNS C64801
and LES A results using a single scaling. The choice of YAR and XAR is consistent with802
the recommendation of this study. We maintained a resolution of 𝑛1 × 𝑛2 × 𝑛3 = 6 × 6 × 12803
per cube, mirroring the resolution employed in the study.804

Figure 18 shows first and second-order statistics for the chosen configuration. Here, friction805
velocity (𝑢𝜏) is based on the imposed pressure gradient in the LES simulation, while the806
shear velocity (𝑢∗) for the LES results is obtained as807

𝑢∗ =
√︃
−⟨𝑢′1𝑢

′
3⟩max

. (A 1)808

Here, the symbol (·)′ is used to denote temporal fluctuations. Note that the contribution809
from the subgrid stresses has been added in the second-order statistics and intrinsic averaging810
scheme as been used in UCL to match the statistics with Coceal et al. (2006). This specific811
definition of shear velocity was adopted due to its consistency with both wind tunnel812
experiments and DNS data, a finding similarly reported by Tian et al. (2023). This relation813
gives 𝑢∗ = 0.958𝑢𝜏 for the considered configuration.814

In conclusion, figure 18 demonstrates our LES algorithm’s proficiency in capturing both815
first and second-order statistics.816

Appendix B.817

This section presents an analysis of the influence of grid resolution on turbulent flow statistics,818
specifically on streamwise velocity, resolved streamwise variance, and resolved Reynolds819
shear stress. To conduct this study, a computational domain with SS of 4, YAR of 4.5,820
and XAR of 6.0 is selected. The domain is discretized with different resolutions such that821
𝑛1×𝑛2×𝑛3 = 4 × 4 × 8, 6 × 6 × 12, 8 × 8 × 16, where 𝑛𝑖 represents the number of collocation822
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Figure 18: (a) Mean streamwise velocity normalized by friction velocity (𝑢𝜏 ), (b) mean
streamwise velocity normalized by shear velocity (𝑢∗), (c) r.m.s. value of streamwise

Reynolds stress normalized by shear velocity (𝑢∗) and (d) r.m.s. value of Reynolds shear
stress profile normalized by shear velocity (𝑢∗) for staggered arrangement with packing
density 0.25. LES A: LES result from Anderson et al. (2015), DNS C32/64: DNS result
from Coceal et al. (2006) using 32/64 nodes per cube, WT CC: Wind tunnel data from

Cheng & Castro (2002).

Resolution ⟨𝑢1⟩/𝑢𝜏 ⟨𝑢′1𝑢
′
1⟩/𝑢

2
𝜏 ⟨𝑢′1𝑢

′
3⟩/𝑢

2
𝜏

4 × 4 × 8 0.0292 0.0919 0.0538
6 × 6 × 12 0.0183 0.0687 0.0269

Table 10: Relative error (𝑙2 norm) of mean streamwise velocity, resolved mean streamwise
variance and Reynolds shear stress for different resolutions. Results from the case with the

highest resolution (8 × 8 × 16) are considered to be ground truths.

nodes per cube edge. Although this domain is not sufficient to accurately capture the turbulent823
flow statistics, the aim of this section is to demonstrate that the flow field is not significantly824
impacted by the choice of grid resolution, indicating that the chosen domain is appropriate825
for this purpose. The results presented in figure 19 reveal that the resolutions of 4× 4× 8 and826
6× 6× 12 can predict the trends in the profiles with satisfactory accuracy based on the scope827
of this work. The errors associated with these profiles are summarized in table 10. Error828
values are modest compared to corresponding variations in flow statistics resulting from829
XAR, YAR, and SS. Since the existence of the inertial sublayer necessitates the accurate830
capture of flow statistics, a higher resolution of 6 × 6 × 12 is selected for the analysis of the831
impact of scale separation in §3.3. For §3.1 and 3.2, a lower resolution of 4× 4× 8 is chosen832
to ensure the computational feasibility of this study.833
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Figure 19: (a) Streamwise velocity, (b) resolved streamwise variance and (c) Reynolds
shear stress profiles for a case with a packing density of 0.028, scale separation of 4, and
an aspect ratio of 1 : 4.5 : 6, at different resolutions. The legend denotes the resolution as

(𝑛1, 𝑛2, 𝑛3), where 𝑛𝑖 represents the number of collocation nodes per cube edge.
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