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Abstract 

Literature shows that both market data and financial media impact stock prices; how-
ever, using only one kind of data may lead to information bias. Therefore, this study 
uses market data and news to investigate their joint impact on stock price trends. How-
ever, combining these two types of information is difficult because of their completely 
different characteristics. This study develops a hybrid model called MVL-SVM for stock 
price trend prediction by integrating multi-view learning with a support vector 
machine (SVM). It works by simply inputting heterogeneous multi-view data simulta-
neously, which may reduce information loss. Compared with the ARIMA and classic 
SVM models based on single- and multi-view data, our hybrid model shows statisti-
cally significant advantages. In the robustness test, our model outperforms the others 
by at least 10% accuracy when the sliding windows of news and market data are set 
to 1–5 days, which confirms our model’s effectiveness. Finally, trading strategies based 
on single stock and investment portfolios are constructed separately, and the simu-
lations show that MVL-SVM has better profitability and risk control performance 
than the benchmarks.

Keywords:  Market data, Financial news, Support vector machine, Multi-view learning, 
Heterogeneous data

Introduction
Stock price predictions have always been a focus of financial research. Existing research 
on stock price prediction is primarily based on two data types. One is structured histori-
cal market data, and the other is unstructured text, such as financial news.

Stock market data, such as returns and trading volumes, play a vital role in stock 
price prediction, and many studies have used market data to predict stock price 
trends. White (1988) was the first to successfully predict the time series of the stock 
market using the Back Propagation Neural Network (BP-NN). Subsequently, Kolarik 
and Rudorfer (1994) compared the prediction results of Artificial Neural Network 
(ANN) with those of Autoregressive Integrated Moving Average model (ARIMA), 
showing that the ANN model was more effective. Bildirici and Ersin (2009) stud-
ied the historical stock data of the Istanbul stock market over the past 30 years by 
combining the Autoregressive Conditional Heteroskedasticity model (ARCH) or the 
Generalized Autoregressive Conditional Heteroskedasticity model (GARCH) with 
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ANN and found that the hybrid model of GARCH and ANN had better prediction 
results than the hybrid model of ARCH and ANN. Hammad et al. (2007) applied the 
multi-layer BP-NN to predict the stock price, which showed a better prediction per-
formance than other methods. In recent years, deep learning has been introduced 
into stock price predictions. Chen et al. (2015) realized the prediction of stock returns 
with the Long Short-Term Memory (LSTM) model. Fischer and Krauss (2018) used 
LSTM to predict stock prices and drew a short-term investment strategy. Long et al. 
(2019) put forward a multi-filters neural network model using deep learning meth-
odologies and applied it to the Chinese stock market index CSI 300. Some studies 
have also utilized reinforcement learning for financial prediction; however, the algo-
rithm usually requires training and testing over a very long period. Tan et al. (2011) 
developed a non-arbitrage algorithmic trading system based on reinforcement learn-
ing, which was tested on more than 20 stocks over 13 years from 1994 to 2006. Suhail 
et al. (2022) employed a reinforcement learning network to guide stock market trad-
ing, which used 11 years of Apple stock data from 2006 to 2016. Additionally, the 
performance of reinforcement learning is sometimes unsatisfactory. Li et  al. (2007) 
adopted actor-only and actor–critic reinforcement learning to develop two prediction 
systems; however, both systems were unable to generate significant improvements. 
Kanwar (2019) also showed that deep reinforcement learning was less successful in 
capturing the dynamic changes in the stock market than originally thought.

Moreover, many studies have shown that in addition to market data, financial news 
has an impact on stock prices. News contains information about the company’s funda-
mentals and activities; hence, it will affect market participants’ expectations of future 
price changes, thus driving stock price movements. Dyck and Zingales (2003) proved 
that issuing earnings announcements through news media could increase volatility in 
the stock price. Shiller (2015) also held that media can fuel the fluctuations of the stock 
market. Hence, deriving information affecting stock prices from media coverage is very 
important. Wüthrich et al. (1998) chose the news in the most influential financial news-
papers, such as the Wall Street Journal, as the object of empirical research and explored 
the forecasting effect of the news on market indexes. Lavrenko et al. (2000) constructed 
an e-Analyst news recommendation system to study the correlation between news and 
stock price time series. This system can recommend news that has a predictive effect on 
future stock price trends. Gidofalvi and Elkan (2001) applied the Bayesian text classifier 
and found that news indicators had a certain predictive effect on the stock price within 
20 min before and after the news is released. Mittermayer and Knolmayer (2006) built a 
NewsCATS system to predict the intraday real-time price fluctuations of stocks caused 
by news. Compared with other automated text categorization algorithms, this system 
was found to have better predictive performance and higher system trading profitability. 
Schumaker and Chen (2009) found that news could be used by the SVM algorithm to 
make excellent predictions of stock prices 20 min after the news was released, and the 
prediction results could be used to guide trading. Long et al. (2019) proposed a new ker-
nel S &S to study the impact of news on stock prices, which considered the information 
structures among news in addition to the news contents. With SVM algorithms, the new 
kernel outperformed other common kernels, such as the linear kernel, by at least 5% 
accuracy.
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The aforementioned research works are based on single-view data, but stock price 
movement can be affected by both financial news and historical market data. Market 
and news data can be independently used to predict stock prices; however, if the model 
only uses single-view information, information deviation may occur. Figure 1 shows pos-
sible market scenarios. If the model only uses historical market data, the rational pre-
diction in the left figure will be “rise,” and the rational prediction in the right figure will 
be “fall.” Therefore, if we witness an actual “fall” in the left figure or “rise” in the right 
figure, the prediction performance of the model is weakened. Moreover, if the model 
uses only financial news, it fails to explain why stock prices continue to increase when 
negative news is released in the left figure and why stock prices still fall when positive 
news is released in the right figure. Thus, analyzing the impact of multi-view data on 
stock prices comprehensively is important; only by this method can the model send the 
correct signal.

Many studies have tried incorporating the two kinds of data to improve the predict-
ing performance. However, owing to the different structures of the two, combining them 
directly into a model is difficult. To solve this problem, studies usually apply index-
ing modeling; that is, they use textual data to compile indexes so that textual data are 
structured to predict stock prices together with market data (Deng et al. 2011a; Mohan 
et al. 2019; Li et al. 2020; Kesavan et al. 2020). Although this approach successfully fuses 
structured and unstructured text data, there are some limitations to this indexing treat-
ment. Because abundant news text data are condensed into an index by directly using 
structured information about text (Deng et  al. 2011a), such as news frequency, or by 
processing vectorized text into a structured sentiment index (Mohan et al. 2019; Li et al. 
2020; Kesavan et al. 2020), inevitably, some information contained in the text will be lost. 
However, if common algorithms directly use the text vector with stock market data to 
perform prediction, the complicated news information with stock prediction informa-
tion, a large amount of unrelated information and noise may potentially decrease the 
prediction performance (Lin et  al. 2022). Accordingly, the appropriate extraction and 
exploitation of hidden information within raw multi-view heterogeneous data, includ-
ing news and market data, to make accurate predictions becomes a challenging problem.

To solve the problem, this paper develops a hybrid model of stock price fluctuation 
prediction via a combination of multi-view learning for directly fusing different-struc-
tured data and a machine learning method called support vector machine for stock 

Fig. 1  Possible market scenarios
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price trend classification. This model, called MVL-SVM, can maximize the consistency 
between the multi-view information learned from financial news or market data and 
therefore, not only reduces the information loss in news text processing, but also solves 
the difficulty in integrating complicated news information with market data. To evalu-
ate the performance of the model, the time series method and classic SVMs were intro-
duced for comparison. Finally, a series of trading strategies were constructed based on 
this algorithm and applied to three trading scenarios.

This paper contributes in the following three aspects. (1) The proposed hybrid model 
based on the framework of multi-view learning can input heterogeneous information 
influencing stock price fluctuations, such as financial news and market data, into the 
prediction model simultaneously, which not only enriches the information types for 
stock price prediction but also reduces the information loss in the process of prediction. 
Most previous studies only considered single-view data; some related to multi-view data 
tend to adopt the strategy of indexing modeling, which will inevitably lead to a large loss 
of information. (2) This study also investigates the lag effect of news and market data on 
stock-price forecasts. Usually, the news cannot be fully absorbed by the stock price on 
the day of the news release, which means it may further affect the stock price the next 
day; however, few studies consider the time lag of this impact. We solve this problem 
by studying a prediction problem with lag and different time windows to observe the 
ability of MVL-SVM to capture the information contained in multi-view heterogeneous 
data after or over a certain period. (3) This study constructs a series of trading strategies 
based on the proposed hybrid model and compares them with other prediction-based 
and common strategies. The simulation results show that MVL-SVM has better profita-
bility and risk control ability than other models, which provides more favorable proof for 
evaluating the performance of our model. At the same time, related studies only focus on 
prediction accuracy.

The rest of the paper is organized as follows. “Literature review” section reviews the 
main existing methods related to stock price forecasting based on multi-view heteroge-
neous data. “Methods” section introduces the methods used in this study. “Experimen-
tal test” section presents our datasets and shows the results of the MVL-SVM model, 
which are compared with a time series model and some classic SVM models. “Robust 
test” section further evaluates the performance of the model under different sliding 
windows. “Trading strategy” section discusses a series of trading strategies designed 
with our model to assess its practical efficiency, and “Conclusion” section presents our 
conclusions.

Literature review
Some significant attempts have been made in the finance domain to incorporate news 
and market data in predicting stock prices. Relevant methods can be divided into two 
categories: indexing modeling and direct fusion methods.

Indexing modeling methods involve constructing indexes with news information and 
thus fusing the structured index with numerical market data for prediction. Frequently 
used methods include the statistical method, which calculates the frequency of the text 
data, and sentiment analysis, which uses the processed text from language preprocessing 
to provide polarity scores for social media data and news. Deng et al. (2011a) predicted 
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the price movement with overall sentiment analysis and frequency based on news and 
comments, and technical analysis of historical market data. Mohan et al. (2019) extracted 
numerical data called text polarity from text articles and combined it with stock prices 
for prediction. Li et  al. (2020) extracted sentiments from news and represented stock 
prices by technical indicators. Then, a layered deep learning model was used to learn the 
multi-view information, and a fully connected neural network was employed for stock 
predictions. Kesavan et al. (2020) represented news articles and social media contents 
by sentiment vectors and then used deep learning techniques to incorporate the polarity 
of the sentiments with financial time-series data to predict stock prices. This approach 
succeeded in fusing structured and unstructured textual data. However, when the struc-
tured information about text is directly used and constructed into some indexes, such 
as news frequency, or when text is first vectorized and then processed into a structured 
sentiment indicator, it may face information loss.

Direct fusion method aims to directly integrate structured and unstructured data 
to extract information or solve classification and prediction problems. Li et  al. (2016) 
applied the extreme learning machine (ELM) to make stock price predictions based on 
the market news and stock prices concurrently and found that the accuracies of RBF 
ELM and RBF SVM are similar but higher than that of BP-NN; the prediction speeds of 
the two algorithms are also much faster than that of BP-NN. Wang et al. (2019) proposed 
a hybrid time-series predictive neural network to combine the daily K-line data with the 
news vectors and succeeded in stock volatility prediction. Ronaghi et al. (2022) predicted 
market index with COVID-19-related Twitter data and historical market data via a deep 
fusion framework consisting of two parallel paths, one based on CNN and another that 
integrates CNN with bi-directional LSTM (BLSTM). Lin et al. (2022) developed a spa-
tial-temporal attention-based convolutional network, which successfully extracted text 
and numerical information for stock price prediction using the attention mechanism, 
CNN, and LSTM. However, the aforementioned studies were mostly based on the neural 
network framework. Considering that a neural network is prone to fall into a local mini-
mum, we attempt to develop a new model based on a different framework to fuse the 
two data types.

Multi-view learning proposed by de  Sa (1994) is a machine learning algorithm that 
can directly input heterogeneous data for training and usually has an excellent perfor-
mance. Unlike the method of constructing an index from text, it substitutes labels using 
different views. It minimizes the inconsistency between the model outputs from distinct 
views to minimize classification errors. Yarowsky (1995) and Blum and Mitchell (1998) 
indicated that multi-view learning outperformed single-view learning in light of classi-
fication. Blum and Mitchell (1998) improved the algorithm by co-training distinct views 
when studying web page classification. Collins and Singer (1999) measured the consist-
ency between distinct views by constructing an objective function. By maximizing the 
objective function, Dasgupta et al. (2001) presented an upper limit for the generalization 
error of multiple views. Multi-view learning has been applied to a variety of learning 
methods, such as dimensionality reduction (Sun et al. 2010) and classification methods 
(Han et  al. 2022). Many scholars have noticed its usefulness and begun combining it 
with other traditional algorithms to obtain excellent performance. Xiao et al. (2022) uti-
lized the multi-view learning to solve the data uncertainty; thus, successfully improving 
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the Ordinal Regression classifier (OR). Lv et  al. (2021) developed a prediction model 
with market data by integrating multi-view learning with the classic RBF network, which 
showed excellent performance in forecasting stock prices. However, it only uses market 
data and excludes financial news information, which has been proven to be predictive by 
many studies.

The intuition for building this hybrid model is as follows. On the one hand, SVM is 
a classic machine learning classification algorithm and is often used to predict stock 
prices with financial news (Schumaker and Chen 2009; Long et  al. 2019). Many stud-
ies have shown that SVM performs better in financial forecasting when compared with 
some neural network frameworks (Kim 2003; Cao and Tay 2001, 2003; Li et  al. 2016; 
Meesad and Thanh 2014). On the other hand, multi-view learning can learn common 
feature spaces or shared patterns by combining multiple data sources (Yan et al. 2021). 
Therefore, these two algorithms can be combined to use multi-view heterogeneous data 
to predict stock prices. Some scholars have theoretically proved the effectiveness of the 
multi-view model over the single-view model (Sun et  al. 2022), and literature shows 
that this hybrid model has achieved excellent performance in fusing data with different 
structures for classification (Zhang et al. 2010; Xu et al. 2015; Ceci et al. 2015; Wang and 
Zhou 2021).

However, this model has not been widely applied in the financial field, and the lim-
ited related research can be divided into three categories. First, most studies based on 
this method considered only single-view data. Shynkevich et al. (2015b2015a) used the 
model to predict the stock price based on financial news and found that fusing different 
news categories could improve the prediction performance. However, they only consid-
ered the impact of media on stock prices and did not consider the impact of market data. 
Second, although some studies simultaneously included numerical and textual data with 
a multi-view learning framework, they transformed the text into structured indexes to 
fuse text with numerical data (Deng et al. 2011a, b, 2014). As stated earlier, this approach 
increases information loss. Third, a few studies applied a multi-view learning framework 
to merge historical stock prices with financial news vectors for stock price prediction 
(Li et al. 2011; Wang et al. 2012); however, they neither took into account the lag effect 
of news and market data on stock prices nor built trading strategies; hence, the model’s 
actual application performance in the financial market could not be judged.

Methods
Chinese news text processing

Considering that news is unstructured and involves a lot of noise or redundant infor-
mation, we must eliminate noise and extract representative features containing the 
most useful information for accurate prediction. Therefore, this section introduces the 
method of transforming news text into a structured feature vector for training through 
news preprocessing, data cleaning, text representation, and feature extraction.

News preprocessing

Because trading in the Chinese stock market ends at 15:00, news released after 15:00 on 
trading dayt can be assumed to not affect the fluctuation of the stock price on dayt ; simi-
larly, the news released on weekends, holidays, and other closed days have no effect on 
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the prices. Therefore, news released on the closed day or after 15:00 on each trading day 
is included in the news of the next trading day. We then sorted the news by the reorgan-
ized date for processing.

Data cleaning

In data cleaning, we first removed the punctuation and garbled characters in the news, 
and then used the jieba package of Python to perform Chinese word segmentation. 
Finally, we used word filtering to filter out unimportant words from the Baidu Stop 
Word List. This step can help remove stop words and leave representative words such as 
nouns, verbs, and adjectives.

Text representation

For a news article, the value of each word was calculated according to its classification 
importance. Words that were more important for classification were assigned higher 
weights. Thus, each article can be represented as a vector of word values. The bag-of-
words model is a commonly used text representation method that represents the text as 
a bag of words, regardless of word order and grammar, while maintaining multiplicity. 
Based on the bag-of-words model, Salton et  al. (1975) proposed a vector space model 
commonly used in text classification. Because news contains many new concepts and 
words, it is appropriate to assume the independence of each word in this model. Each 
news item is then represented as a vector composed of the weight of each word, and the 
weight is determined by the word’s importance in the news. According to Salton and 
Buckley (1988), the importance of words can be determined by TF-IDF, which supposes 
that words that rarely appear in the entire document but frequently appear in a text are of 
greater importance for classification. However, in practice, text length affects the weights 
obtained from this method. To better quantify the characteristic words, the influence of 
the length should be reduced. Therefore, we used the ltc method (Buckley et al. 1995) in 
this study, which combines length normalization (“l”), term frequency (“t”) and collection 
frequency (“c”) to calculate the weights of words. By normalizing the weight of words, the 
influence of article length can be avoided, and the importance of word frequency is weak-
ened to a certain extent. This represents news articles in the following form:

where newst represents the news vector on dayt and wt,m is the weight of wordm in newst , 
which is expressed as

where ft,m represents the occurrence frequency of wordm in newst (term frequency), 
Fm is the occurrence frequency of wordm in the news corpus (collection frequency). All 
symbols used in the equations are listed in the Appendix (see Table 22).

(1)newst = wt,1,wt,2, . . . ,wt,M ,

(2)wt,m =
(

log
(

ft,m
)

+ 1.0
)

∗ log 1

Fm
M
∑

j=1

[

(

log(ft,j)+ 1.0
)

∗ log 1

Fj

]2

2

, m = 1, 2, . . . ,M,
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Feature extraction

Because the news corpus involves many words, but only a small portion of words is con-
tained in each news item, we use χ2 statistics (Yang and Pedersen 1997) to extract features 
of the text. Instead of using all the words in the news corpus, it selects words that contribute 
more to text classification to make computation easier and prevent overfitting. For word w 
and category c, we define A as the number of times w and c co-occur, B as the number of 
times w occurs without c, C as the number of times c occurs without w, D as the number of 
times neither c nor w occurs, and n is the sample size.

Then, for a word w, the χ2 score is obtained by combining the scores of each category:

where P(c) represents the frequency of the category c ∈ {−1, 1} in the news corpus. 
Words with higher χ2 scores are considered more informative for prediction, so we use 
χ2 scores to select the optimal number of words with the best prediction performance as 
the dimension of news. The prediction accuracy maximization was determined by calcu-
lating the prediction accuracy in different dimensions separately.

MVL‑SVM algorithm

The proposed MVL-SVM algorithm combines a support vector machine and multi-view 
learning, which can apply multi-view learning for multi-view data fusion and then use a 
support vector machine for classification or prediction. These two components are dis-
cussed further in this section. Moreover, SVM will also serve as a benchmark to test the 
effectiveness of our hybrid model.

Support vector machine (SVM)

SVM (Cortes and Vapnik 1995; Deng et al. 2012) has been widely applied to solve classi-
fication problems owing to its performance. It can learn from a set of two-class training 
instances and divide new instances into one of the classes to solve classification problems.

We denote (x1, y1), (x2, y2), . . . , (xn, yn) as a two-class training dataset, where xi for 
i = 1, . . . , n represents a p-dimensional real vector, and yi ∈ (−1, 1) represents to which 
class xi belongs. According to the classification method, SVM can be divided into linear and 
nonlinear SVM. The main idea of linear SVM is to find a “ maximum margin hyperplane,” 
defined as g(x) = ωTx + b so that the two classes of samples can be accurately classified by 
this hyperplane and the sum of distances between the hyperplane and the closest point of 
each class is maximized. Mathematically, the classification problem is equivalent to solving 
the minimization problem as follows:

(3)χ2(w, c) =
n× (AD − BC)2

(A+ B)× (A+ C)× (B+ D)× (C + D)
.

(4)χ2(w) = P(−1)× χ2(w,−1)+ P(1)× χ2(w, 1),

(5)

min
1

2
ωTω + C

n
∑

i=1

ξi,

s.t. yi(ω
Txi + b)+ ξi ≥ 1, ∀1 ≤ i ≤ n,

ξi ≥ 0,∀1 ≤ i ≤ n.
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where n refers to the sample size, ξi is a slack variable, and C is a penalty term that con-
trols the cost of misclassification of samples. The larger C is, the more intolerant the 
model is to classification errors, which are prone to overfitting. On the contrary, when 
C is smaller, there is more tolerance; therefore, the model is prone to underfitting. A 
2-dimensional example is shown in Fig. 2 to clearly demonstrate the workings of the lin-
ear SVM. Here, samples of different colors come from different classes. The red line rep-
resents the maximum margin hyperplane obtained by training the samples.

However, in practice, not all the samples are linearly separable. Therefore, a nonlinear 
SVM can be introduced to solve this problem. A nonlinear SVM can implicitly map sam-
ples into a high-dimensional space with φ(x) to find a maximum margin hyperplane in this 
high-dimensional space. The optimization problem is as follows:

With Lagrange duality, the original problem can be transformed into the following dual 
problem.

where αi is a Lagrangian multiplier corresponding to sample xi and 
k(xi, xj) = φ(xi) · φ(xj) is a kernel function that is a symmetric positive definite function 
that satisfies Mercer’s conditions. By solving the above optimization problem, we can 
obtain the solutions α∗

i  and b∗ ; the decision function is obtained as

(6)

min
1

2
ωTω + C

n
∑

i=1

ξi,

s.t. yi(ω
Tφ(xi)+ b)+ ξi ≥ 1, ∀1 ≤ i ≤ n,

ξi ≥ 0,∀1 ≤ i ≤ n.

(7)

max W (α) =
n

∑

i=1

n
∑

j=1

αiαjyiyj(φ(xi) · φ(xj))

=
n

∑

i=1

αi −
1

2

n
∑

i=1

n
∑

j=1

αiαjyiyjk(xi, xj)),

s.t.

n
∑

i=1

yiαi = 0,

0 ≤ αi ≤ C ,∀i = 1, . . . , n.

Fig. 2  A 2-dimensional classification instance using SVM
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Kernel function k(xi, xj) determines the performance of the model. The linear kernel 
function is often used to solve linear classification problems, and the Gaussian kernel 
function is used to solve nonlinear classification problems.

1) Linear kernel function

2) Gaussian kernel function

where γ is a Gaussian kernel parameter, which is important in determining kernel per-
formance. When γ is small, the model is prone to underfitting, whereas when γ is large, 
the model is prone to overfitting.

Multi‑view learning

Generally, single-view data can be easily used in machine learning methods for classifi-
cation, whereas using multi-view data in these methods is difficult. Multi-view learning 
algorithms appear to solve this problem.

Multi-view learning designs a function for each perspective. All functions are opti-
mized by maximizing the consistency between redundant views, and the model’s per-
formance is improved. Owing to its outstanding performance in multi-view data 
applications, multi-view learning has gradually attracted increasing attention. There are 
three types of existing algorithms. 

1)	 Co-training: Maximizing mutual agreement on different views of unlabeled data 
through alternate learning.

2)	 Multiple kernel learning: Linearly or non-linearly combining kernels for each view to 
improve training efficiency.

3)	 Subspace learning: Acquiring an appropriate subspace under the assumption that 
multiple views are generated from this appropriate subspace.

This study uses a multiple kernel learning framework to build a stock price prediction 
model. By selecting the appropriate kernels and kernel combination for training, each 
data source can be trained with the corresponding optimal kernel function; therefore, 
the model can perform better than the single-kernel model (Xu et  al. 2013). As illus-
trated in Fig.  3, distinct kernels are selected for distinct views, and multiple pieces of 
information can be fused by combining distinct kernels. There are many combination 
methods that can be grouped into two categories: linear and nonlinear combinations.

However, no empirical results show that a nonlinear combination can improve the 
model’s performance, which raises the question of whether the nonlinear combination 
method is necessary and efficient. Therefore, we only used linear combination methods 
in this study. There are two basic categories.

(8)f (x) = sgn

{

n
∑

i=1

yiα
∗
i k(xi, xj)+ b∗

}

.

(9)klin(xi, xj) = xTi xj .

(10)kGau(xi, xj) = exp
(

−γ ||xi − xj||2
)

.
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1) Direct summation

where km(xi, xj) denotes the m-th kernel.
2) Weighted summation

Here, βm represents the weight of kernel km(xi, xj).
As different types of information have different importance for prediction/classifica-

tion, using the direct summation method, which assigns equal priority to each kernel, is 
not ideal. In comparison, we choose the weighted summation kernel in this study, and 
the kernel function can be written as

The weight βm of the kernel km(xi, xj) can be determined using kernel learning. By apply-
ing SVM with the above kernel function, we can obtain the decision function of MVL-
SVM, as shown in Equation (14).

ARIMA model

ARIMA model (Box et al. 2015) is a commonly used time series model that can input 
historical data sequences for prediction; therefore, we use this model to design one of 
the benchmarks based on single-view data. It contains three terms: the autoregression 
term, the integrated term, and the moving average term. A nonstationary data series can 
be converted into a stationary one by differencing to remove the impact of nonstationar-
ity. The first-order differencing of a data series zt is expressed as

The stationarity of the time series was tested using the ADF method. After converting 
the data series into a stationary one through d-order difference, we use the stationary 

(11)K (xi, xj) =
M
∑

m=1

km(xi, xj),

(12)K (xi, xj) =
M
∑

m=1

βmkm(xi, xj).

(13)K (xi, xj) =
∑

m

βmkm(xi, xj),βm ≥ 0,
∑

m

βm = 1.

(14)f (x) = sgn

{

n
∑

i=1

α∗
i yi

∑

m

βmkm(xi, xj)+ b∗.

}

(15)
ot = zt − zt−1.

Fig. 3  Sketch map of multiple kernel learning
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time series to conduct a model with a combination of the autoregression model and the 
moving average model and obtain the future value by d-order integration. The autore-
gression model captures the impact of historical time-series values on the current 
value by performing linear regression. Because time series are usually affected by ran-
dom disturbances in noisy environments, the moving average method is further intro-
duced to observe the influence of random disturbances on future time series. Then, the 
ARIMA(p, d, q) model with three parameters, including the autoregression order p, dif-
ferencing order d and moving average order q, can be expressed as

where φi is the ith autoregression parameter, θj is the jth moving average parameter, and 
ǫt is the error term at time t. In practice, the autoregression order p and moving average 
order q can be determined using partial autocorrelation and autocorrelation diagrams, 
respectively.

Experimental test
Section “Introduction” shows that financial news and market data are significant in pre-
dicting price trends. Because the MVL-SVM method can integrate multiple information 
sources for classification, we now apply it to predict whether prices will rise or fall based 
on financial news and market data. Subsequently, the results were compared with classic 
SVMs using single-view and mixed data.

Data sources

The Shanghai Stock Exchange 50 index (SSE 50 index) comprises the most representa-
tive 50 stocks of the Shanghai Stock Exchange. This indicates the overall situation of sev-
eral leading companies with the greatest market influence in the Chinese stock market. 
As these enterprises have the most active news reports and can thus provide sufficient 
news samples, we choose the constituent stocks of the SSE 50 index for empirical analy-
sis. Due to the limitations of data sources, the period investigated in this study was from 
January 1, 2018 to December 31, 2020.

Table 1 shows the total number of days with news release for each stock. As the price 
of the newly listed stocks fluctuates unstably, we exclude stocks listed after January 1, 
2016. Furthermore, because of less news, three stocks, including 600745. SH, 600690.
SH and 601888.SH was not considered for the sample. Consequently, the research object 
consisted of 37 stocks.

For the structured data, considering the selected market data should comprehen-
sively reflect the stock information, such as price changes, transaction activity, mar-
ket liquidity, scale, and so on, we choose four widely used variables, including stock 
daily return (r), trading volume (tv), turnover rate (tr) and total market cap (mc) from 
Wind database (https://​www.​wind.​com.​cn/), to predict the stock price. We denote 
md1,md2, . . . ,mdt , . . . as the market data sequences, and mdt = (rt , tvt , trt ,mct) repre-
sents the four market variables on dayt . The daily returns used in this study are all log 
returns, and all data are daily.

(16)ot =
p

∑

i=1

φiot−1 +
q

∑

j=1

θjet−1 + ǫt ,

https://www.wind.com.cn/
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For financial news, the news release time, summary, and text were collected from 
the Uqer database (https://​uqer.​datay​es.​com/). Uqer database provides a news API 
that collects news from 223 news websites, including reports on the company and 
coverage related to the macroeconomic environment. Here for each stock, we selected 
the news containing the stock’s name as its stock news; we collected 496,014 pieces of 

Table 1  Days of news releasing

Stock code Firm name Days of 
news 
release

600519.SH Kweichow Moutai 967

601211.SH Guotai Junan Securities 692

601166.SH Industrial Bank 691

601398.SH Industrial and Commercial Bank of China 691

601318.SH Ping an Insurance 689

600030.SH CITIC Securities 688

600837.SH Haitong Securities 685

600050.SH China United Network Communications 685

601688.SH Huatai Securities 684

600028.SH China Petroleum & Chemical Corporation 684

600036.SH China Merchants Bank 683

601288.SH Agricultural Bank of China 683

601857.SH PetroChina 683

601628.SH China Life Insurance 682

600016.SH China Minsheng Banking 680

600000.SH Shanghai Pudong Development Bank 673

601818.SH China Everbright Bank 672

601668.SH China State Construction Engineering 670

601601.SH China Pacific Insurance 663

600276.SH Jiangsu Hengrui Medicine 662

600585.SH Anhui Conch Cement 661

600104.SH SAIC Motor 659

601336.SH New China Life Insurance 658

600031.SH Sany Heavy Industry 650

601186.SH China Railway Construction 643

600196.SH Shanghai Fosun Pharmaceutical 642

600048.SH Poly Development and Holdings Group 636

600887.SH Inner Mongolia Yili Industrial Group 615

601012.SH Longi Green Energy Technology 614

600547.SH Shandong Gold-Mining 609

600588.SH Yonyou Network Technology 604

601088.SH China Shenhua Energy 596

600309.SH Wanhua Chemical Group 565

600703.SH Sanan Optoelectronics 562

600570.SH Hundsun Technologies 534

600009.SH Shanghai International Airport 526

603288.SH Foshan Haitian Flavouring and Food 506

600745.SH Wingtech Technology 452

600690.SH Haier Smart Home 432

601888.SH China Tourism Group Duty-Free Corporation 390

https://uqer.datayes.com/
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news for 37 stocks in total. To illustrate our data in detail, we randomly selected a 
stock of 600276. SH to visualize the data (see Fig. 4). Table 2 presents the basic sta-
tistical characteristics of the market variables. From Fig.  4a and b, we find that the 
amount of news in 2020 is the largest. Each year the amounts of news in January and 
February are relatively small owing to holidays. In addition, from Fig. 4c, we find that 
except for the linear relationship between the turnover rate and trading volume, other 
data are basically irrelevant.

Considering the spread of the Coronavirus in 2019, we further investigate if this 
issue impacts our data and the market trend. The total amount of news on COVID-19 
in our sample was 3,467. The COVID-19 outbreak occurred at the end of December 

Fig. 4  Data visualization for stock code 600276.SH

Table 2  Descriptive statistics of the involved market variables

Variable Mean Standard deviation Minimum Maximum

Daily return 0.0074 0.0099 − 0.0364 0.0351

Trading volume 71,034 94,172 51,572 903,875

Turnover rate 0.1533 0.2036 0.1831 1.7068

Total market cap 9,146,267 10,258,138 18,443,524 61,320,078
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2019. However, the disease was not considered serious in the early stages; hence, it 
did not cause large stock market fluctuations. In January 20, 2020, a report pointed 
out that COVID-19 was a human-to-human fast-spreading communicable disease 
for which a cure had not been found; panic began to spread, and the stock market 
began to fall, as shown in Fig.  5. On January 23, 2020, Wuhan was announced to 
shut down, and the stock market fell sharply. Affected by the epidemic, the US stock 
market experienced four circuit breakers in March 2020, including March 9, March 
12, March 16, and March 18. This also affected A-share investors, leading to a sharp 
drop in SSE 50 index. Choosing 2018 to 2020 as our research period can also help us 
explore whether the results of our model remain robust under special circumstances, 
such as epidemics.

The data must be normalized before being input into the model for training. Because 
the market data can take both positive and negative values, they are transformed by 
Equation (17) to satisfy the normalization requirements.

Here, mdkt  denotes the k-th market variable on dayt and max{|mdk |} refers to the maxi-
mum value of the k-th market variable. The values range from −1 to 1 after normaliza-
tion. There is no need to normalize the news data because they are already normalized 
through the ltc method, as shown in Eq. (2).

In this study, the high-dimensional news vector obtained from the Chinese news text 
processing methods and the four market data were all input to the MVL-SVM algorithm. 
After training on the training set, the algorithm can choose the optimal kernel for each 

(17)norm(mdkt ) =
mdkt

max{|mdk |}
, k = 1, . . . , 4, t = 1, . . . , n.

Fig. 5  The impact of COVID-19 on SSE 50 index
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data source and the optimal kernel combination weights. Therefore, combining multiple 
kernels can successfully fuse the multi-view data, and the new kernel can be input into 
the SVM classifier for classification. The framework of this multi-view stock price pre-
diction model is illustrated in Fig. 6.

Experimental analysis and comparison

In this section, we consider the joint influence of structured market data and unstruc-
tured financial news and apply the MVL-SVM model to predict the stock price trend on 
the day or the next. The obtained sample is labeled according to the daily stock return 
rt+i , as shown in Equation (18).

Here, rt+i represents the daily return of the stock on dayt+i , tagt+i indicates that the daily 
return on dayt+i is used to label the sample, and i = 0 means that the model aims to 
predict the stock price of the day, whereas i = 1 means to predict that of the next day. 
Because it is meaningless to use rt to predict the price fluctuation of dayt , the market 
data can only be used to predict the next day’s price movement, while the news released 
before the closing of the stock market on dayt can be used to predict the rise and fall of 
stock prices on both dayt and dayt+1 . Therefore, i = 0, 1 is valid for financial news, and 
i = 1 is valid for market data.

As shown in Table 3, we used a confusion matrix to show the classification results, and 
the accuracy is given by

(18)tagt+i =
{

1, if rt+i > 0

−1, if rt+i ≤ 0

(19)Accuracy =
TP + TN

TP + TN + FP + FN
,

Fig. 6  Multi-view learning framework of stock price prediction model

Table 3  Confusion matrix

Model Positive (actual) Negative (actual)
outcome (P = TP + FN) (N = TN + FP)

Positive True positive (TP) False positive (FP)

Negative False negative (FN) True negative (TN)
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where TP means true positive, which indicates a stock price trends up and the model 
correctly predicts the upward trend, TN (true negative) means a stock price trends down 
and the downward trend is also correctly predicted while FN (false negative) occurs 
when the actual stock price is rising but the model mistakes it as a downward trend, and 
similarly, FP (false positive) refers to that the actual stock price is falling but the model 
mistakes it as an upward trend. Using Formula (19), we obtained the percentage of cor-
rectly predicted samples in the total sample.

Stock price prediction based on one‑day news and four market data

Here, we build an MVL-SVM model to predict stock price movement using one-day 
market data and financial news. In this section, the prediction accuracy is compared 
with that of the classic SVM models to evaluate the predictive performance.

As explained in Section “Experimental analysis and comparison”, news released before 
15:00 on dayt can be used to predict the stock returns of dayt and dayt+1 . However, mar-
ket data on dayt can only be used to predict stock returns on dayt+1 . Therefore, we con-
sider two experimental settings: lag=0 (predict the price on the day of the news release) 
and lag=1 (predict the price on the next day of the news release).

In the case of lag=0, the sign of rt is predicted by mdt−1 and newst , where 
mdt−1 = (rt−1, tvt−1, trt−1,mct−1) represents the market data of dayt−1 and 
newst = (wt,1,wt,2, . . . ,wt,M) represents the news vector on dayt , which is obtained from 
“Chinese news text processing”. The input matrix of market data MD and News News is 
formulated in Equation (20), where each row of MD and News denotes a vector, and the 
labels of these vectors are also shown in Equation (20).

When lag = 1, the sign of rt+1 is predicted by mdt and newst . The input matrices MD and 
News and output vector Label are shown in Equation (21).

 For the SVM model, three cases are considered: (i) inputting only the market data 
(SVMMD), (ii) inputting only financial news (SVMFN), and (iii) inputting concatenated 
multi-view data of market data and financial news (SVMMV). Considering our sample 
size, we adopted three training/testing proportions: 60%/40%, 75%/25%, and 90%/10%. 
Because the model parameters will considerably affect the training performance, five-
fold cross-validation and the grid search method are applied in the training set to select 
the optimal parameters. For the penalty term C, the initial values are set to C = 10a 
where we have a ∈ {−3,−2,−1, 0, 1, 2, 3} and for the Gaussian kernel parameter γ , the 
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initial values are γ = 2b , where b ∈ {−4,−3,−2,−1, 0, 1, 2, 3, 4} . Therefore, for a non-
linear SVM, there were 63 combinations of parameters. A grid search can build a grid, 
where each node refers to a parameter combination. This method can traverse all the 
grid nodes to determine the optimal parameter combination of the model. We used 
five-fold cross-validation for each parameter combination to observe the model’s per-
formance. That is, the training set was divided into five parts, and each part was set 
as the validation set once, while the other four parts were used for training the model. 
Finally, the average prediction accuracy of the five experiments was considered as the 
model performance under this parameter combination. Among all parameter combina-
tions, the one with the best performance was chosen to allocate the final model for inde-
pendent testing. We used Python and the Sklearn package in this study to implement the 
model. The prediction accuracies for the 37 stocks are shown in Table 4.

Table 4 indicates that the MVL-SVM model always had the highest accuracy, despite 
the training set proportion. Surprisingly, the prediction accuracy of the MVL-SVM 
model was approximately 30% higher than that of the SVM model when both types of 
data were input. In particular, when we predict the price trend one day after the news 
release with a 90% training proportion, the average prediction accuracy of the SVM 
model based only on market data or financial news is 50.77% and 61.70%, respectively, 
whereas the MVL-SVM model can reach nearly 88% accuracy. This shows that the MVL-
SVM model significantly outperformed the other baseline models.

Table 4  The predicting accuracy of four models with different lags

Model Introduction Training (%) Statistics Lag0 Lag1

SVMMD SVM based on market data 60 Average – 0.5204

Median – 0.5147

75 Average – 0.5095

Median – 0.5050

90 Average – 0.5077

Median – 0.5000

SVMFN SVM based on financial news 60 Average 0.5418 0.5291

Median 0.5418 0.5240

75 Average 0.5387 0.5328

Median 0.5956 0.5275

90 Average 0.6123 0.6170

Median 0.6027 0.6180

SVMMV SVM based on news and market data 60 Average 0.5533 0.5232

Median 0.5411 0.5240

75 Average 0.5545 0.5331

Median 0.5464 0.5301

90 Average 0.5536 0.5495

Median 0.5556 0.5479

MVL-SVM MVL-SVM based on news and market data 60 Average 0.8467 0.8504

Median 0.8527 0.8562

75 Average 0.8635 0.8588

Median 0.8571 0.8634

90 Average 0.8691 0.8741

Median 0.8630 0.8767
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For the three SVM models in Table 4, on the one hand, we can find that the predicting 
accuracy is improved when adding news data to the market data, indicating the news 
information contributes to price prediction. On the other hand, when the training set 
proportion was 60% and 75%, the accuracy of the SVMMV model was close to that of 
the SVMFN, but when the proportion was 90%, the SVM model with multi-view data 
seemed worse than the SVMFN model. However, when using the MVL-SVM model, 
there was an obvious improvement in the prediction accuracy. This shows that hetero-
geneous data, which can be used to predict the stock price alone, cannot obtain ideal 
results if they are simply and roughly concatenated and inputted into the SVM model 
because of the differences in their data characteristics, such as dimensions. This further 
demonstrates the advantages of the proposed model. Because the MVL-SVM model can 
learn and minimize the inconsistency from distinct views, it can effectively combine the 
data with different structures to make reasonable predictions on stock price trends. The 
experiment also shows that the prediction performance of MVL-SVM is stable because 
the average prediction accuracy of the MVL-SVM model only changes by 2.37% when 
the training proportion is changed, whereas that of the SVM model based only on finan-
cial news changes by 8.79%. Further, the training/testing proportion of 60%/40% refers to 
training from January 2, 2018, to October 23, 2019, when COVID-19 had not emerged. 
The testing period is from October 24, 2019, to December 31, 2020, when COVID-19 
broke out and affected the stock market. The models with the other two training/testing 
proportions were trained using data on COVID-19. However, from Table 4, we can see 
that although our models were trained without COVID-19-related data, the average pre-
diction accuracy was still approximately 85%. Considering the case of lag = 0 and lag = 
1, the differences between the average prediction accuracy of the models with 75%/25% 
training/testing proportions and those with 60%/40% training/testing proportions, are 
only 1.68% and 0.84%, respectively, indicating that the spread of Coronavirus has little 
impact on the prediction performance of our model.

Here, we have further simplified the follow-up research. Because roughly concatenat-
ing heterogeneous data will weaken the training efficiency of the model, considering the 
SVMMV model is not necessary. Therefore, we only considered the prediction perfor-
mance of the SVM models with single-view data and the MVL-SVM model. Addition-
ally, as shown in Table 4, using one training/testing proportion was sufficient to illustrate 
the effectiveness of the different models. It appears that there is little difference between 
the prediction accuracies with lag = 0 and lag = 1. Considering that the result only based 
on market data with a 0-day lag is unavailable and for the convenience of explanation, it 
is better to choose the same lag period for multi-view data in the MVL-SVM model. 
Accordingly, in this section, we will only provide the results with a training proportion of 
90% and consider the case with a 1-day lag.

Stock price prediction based on one‑day news and daily return

We use four market variables to predict the stock price movement in the above study. 
Still, literature shows that many studies forecast stock price trends based only on his-
torical stock daily returns (Jarrett and Schilling 2008; Sun 2017; Vo and Ślepaczuk 2022), 
showing that researchers pay more attention to the daily returns among the four market 
variables. Therefore, we changed the input of the four market data sequences to only 
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daily return sequences to discuss the predictive ability of the MVL-SVM model in this 
case. Considering that ARIMA is a commonly used time-series model that can input 
historical return sequences for prediction, we use this model to build a benchmark 
based on single-view data in our study. The ARIMA model was implemented using the 
R language.

According to the ADF test (see Table 5), the p-values for all stocks are significant, so 
the series of daily returns are stationary. The orders of the ARIMA model can be deter-
mined using autocorrelation and partial autocorrelation diagrams. The results are pre-
sented in Table 6, and the average prediction accuracy for the 37 stocks is 49.61%.

Before evaluating the MVL-SVM model, we first observe whether the performance of 
SVM model changes if daily returns replace the market data. The experimental settings 
are as follows. We consider the case of lag = 1, that is, we use mdt and newst to predict 
rt+1 . Instead of using all four variables, we input rt as mdt to conduct the experiment. 
The results of the SVM model based on daily returns (SVMDR) are presented in Table 7. 
The performance was compared with that of the SVM model based on four-market data 
(SVMMD).

As shown in Table 7, there are 22 of 37 stocks (59.46%) whose prediction accuracy of 
the SVMDR model is higher than that of the SVMMD model. The average prediction 
accuracies of SVMMD and SVMDR were 50.77% and 51.72%, respectively. This indicates 
that the SVMDR model is better than the SVMMD and ARIMA models and implies that 
historical data of daily stock returns contain most of the price fluctuation information 
among the market data.

The prediction accuracy of MVL-SVM is given in Table 8. For simplicity, we name the 
MVL-SVM model based on news and market data MVL-SVMMD and the MVL-SVM 
model based on news and the daily return MVL-SVMDR.

Table 5  The results of ADF test

Code Dickey-Fuller p-value Code Dickey-Fuller p-value

600000 − 8.6404 < 0.01 600837 − 8.7622 < 0.01

600009 − 8.9744 < 0.01 600887 − 10.262 < 0.01

600016 − 8.9641 < 0.01 601012 − 7.8914 < 0.01

600028 − 10.166 < 0.01 601088 − 9.9771 < 0.01

600030 − 8.9646 < 0.01 601166 − 9.5602 < 0.01

600031 − 10.226 < 0.01 601186 − 9.4826 < 0.01

600036 − 9.6393 < 0.01 601211 − 8.6362 < 0.01

600048 − 9.7613 < 0.01 601288 − 9.6537 < 0.01

600050 − 9.777 < 0.01 601318 − 9.6763 < 0.01

600104 − 9.8113 < 0.01 601336 − 9.2443 < 0.01

600196 − 7.9495 < 0.01 601398 − 9.7018 < 0.01

600276 − 9.4207 < 0.01 601601 − 9.7303 < 0.01

600309 − 8.4273 < 0.01 601628 − 9.1452 < 0.01

600519 − 9.7002 < 0.01 601668 − 9.6028 < 0.01

600547 − 8.7423 < 0.01 601688 − 9.4543 < 0.01

600570 − 9.4835 < 0.01 601818 − 9.1276 < 0.01

600585 − 10.533 < 0.01 601857 − 8.6273 < 0.01

600588 − 9.4533 < 0.01 603288 − 8.8391 < 0.01

600703 − 9.3076 < 0.01
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The average prediction accuracy of MVL-SVMMD and MVL-SVMDR is 87.41% and 
87.89%, respectively, showing that MVL-SVMDR is slightly higher, and the performance 
of the MVL-SVMDR model is better than that of MVL-SVMMD model for nearly half of 

Table 6  The results of ARIMA models

Code Model Accuracy Code Model Accuracy

600000 ARIMA(4,0,4) 46.99 600837 ARIMA(4,0,3) 48.63

600009 ARIMA(4,0,4) 50.27 600887 ARIMA(4,0,4) 48.63

600016 ARIMA(3,0,3) 49.73 601012 ARIMA(3,0,3) 51.93

600028 ARIMA(7,0,7) 49.18 601088 ARIMA(4,0,4) 48.09

600030 ARIMA(3,0,2) 50.56 601166 ARIMA(4,0,4) 50.82

600031 ARIMA(8,0,7) 52.46 601186 ARIMA(4,0,3) 49.18

600036 ARIMA(8,0,4) 46.45 601211 ARIMA(6,0,3) 56.28

600048 ARIMA(4,0,4) 49.18 601288 ARIMA(4,0,4) 35.52

600050 ARIMA(1,0,1) 40.98 601318 ARIMA(4,0,4) 50.82

600104 ARIMA(7,0,7) 47.54 601336 ARIMA(4,0,4) 43.17

600196 ARIMA(4,0,4) 48.09 601398 ARIMA(5,0,4) 46.99

600276 ARIMA(3,0,1) 46.99 601601 ARIMA(4,0,6) 56.28

600309 ARIMA(3,0,3) 51.92 601628 ARIMA(6,0,0) 53.01

600519 ARIMA(5,0,5) 52.46 601668 ARIMA(3,0,1) 54.64

600547 ARIMA(5,0,5) 52.20 601688 ARIMA(3,0,3) 45.90

600570 ARIMA(3,0,1) 53.01 601818 ARIMA(5,0,5) 50.82

600585 ARIMA(6,0,6) 50.27 601857 ARIMA(8,0,6) 48.09

600588 ARIMA(4,0,4) 56.28 603288 ARIMA(1,0,4) 48.09

600703 ARIMA(4,0,0) 54.10

Table 7  The predicting accuracy of SVM models based on one-day news and market data or daily 
return

Code SVMMD SVMDR Code SVMMD SVMDR

600000 0.5000 0.5167 600837 0.5328 0.5164

600009 0.4918 0.5328 600887 0.5230 0.5146

600016 0.5205 0.5492 601012 0.4897 0.5185

600028 0.5369 0.5246 601088 0.4848 0.4805

600030 0.5000 0.5992 601166 0.5350 0.4938

600031 0.4467 0.4836 601186 0.4508 0.5205

600036 0.4508 0.4754 601211 0.5821 0.5082

600048 0.5556 0.5597 601288 0.5697 0.5123

600050 0.5422 0.5822 601318 0.5000 0.5123

600104 0.4631 0.5369 601336 0.4754 0.5041

600196 0.4836 0.4631 601398 0.5287 0.5164

600276 0.5451 0.5082 601601 0.4713 0.4426

600309 0.4932 0.4977 601628 0.5164 0.5246

600519 0.5082 0.5533 601668 0.5205 0.5082

600547 0.5000 0.4916 601688 0.4836 0.4918

600570 0.5246 0.5615 601818 0.6066 0.5861

600585 0.5000 0.5082 601857 0.5041 0.5328

600588 0.4754 0.4836 603288 0.5123 0.5697

600703 0.4590 0.4549
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the sample. Our experiments imply that after excluding the other three market variables, 
including total market cap, turnover rate, and trading volume, the information for pre-
diction in the market data does not necessarily decrease and even becomes more effec-
tive due to the refinement of data and also confirms that many studies only use stock 
returns for prediction to be meaningful and reasonable.

Statistical analysis

The above analysis is based on a numerical comparison. Next, we further evaluated the 
model from the perspective of statistical analysis.

The nonparametric test (Demšar 2006) is a useful approach for classifier comparison 
over multiple datasets. Here, we employ two non-parametric tests, the Nemenyi test 
(Demšar 2006) and contrast estimation based on medians (García et al. 2010), to com-
pare the relative performances of the pairwise algorithms. Nemenyi test can determine 
whether one algorithm yields competitive performance compared to the other methods. 
The algorithms were ranked according to their performance on multiple datasets, and 
the average rank of each algorithm was calculated. The performance of each pairwise 
model whose average rank differs by at least one critical difference (CD) is considered 
significantly different, and the critical difference can be calculated using the following 
formula:

(22)CD = qα

√

K (K + 1)

6Nstock
,

Table 8  The predicting accuracy of MVL-SVM models based on one-day news and market data or 
daily return

Code MVL-SVMMD MVL-SVMDR Code MVL-SVMMD MVL-SVMDR

600000 0.9041 0.9178 600837 0.7534 0.9178

600009 0.7808 0.7397 600887 0.8356 0.7945

600016 0.9041 0.9589 601012 0.7945 0.8630

600028 0.8904 0.9315 601088 0.9452 0.8219

600030 0.9583 0.9306 601166 0.8767 0.9315

600031 0.8630 0.8356 601186 0.9041 0.8904

600036 0.9452 0.9178 601211 0.8630 0.9178

600048 0.8219 0.8493 601288 0.8630 0.8767

600050 0.9315 0.9589 601318 0.9452 0.9315

600104 0.8767 0.8904 601336 0.8630 0.8904

600196 0.8630 0.8630 601398 0.9452 0.9315

600276 0.9041 0.8904 601601 0.8904 0.9041

600309 0.7937 0.7937 601628 0.9178 0.9452

600519 0.9315 0.9178 601668 0.8767 0.8493

600547 0.8630 0.8493 601688 0.9178 0.9041

600570 0.8904 0.8219 601818 0.8219 0.8082

600585 0.7945 0.8904 601857 0.9178 0.9589

600588 0.8219 0.8493 603288 0.7534 0.7671

600703 0.9178 0.8082
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where qα is the critical value of Nemenyi test, K represents the number of algorithms 
involved, and Nstock is the number of stocks. In this section, we compare the perfor-
mance of all the models involved, including ARIMA, SVMDR, SVMMD, SVMFN, 
SVMMV, MVL-SVMDR and MVL-SVMMD. Therefore, the K value in our test is seven, 
and we have qα = 2.949 at a significance level α = 0.05 . The accuracy of the CD dia-
gram is shown in Fig. 7. In the figure, if the average ranks of pairwise models are within 
one CD, the two models will be linked in the CD diagram, whereas the performances 
of the unlinked models are thought to be significantly different. Clearly, the MVL-SVM 
algorithm is ranked first on average and is significantly different from the benchmark 
methods.

Moreover, contrast estimation based on medians can obtain a quantitative differ-
ence calculated from the medians between comparison algorithms over multiple data-
sets. Using this method, researchers can successfully estimate the difference between 
the performance of the two algorithms. Table 9 lists the results, where a positive value 
suggests that the row algorithm outperforms the corresponding column algorithm. 
Our model always achieves positive values concerning the baseline models.

Robust test
To further observe the ability of MVL-SVM to capture the joint impacts of news and 
market data on stock price trends over a certain period of time, we set the sliding 
window for news and market data from 1 to 5 days to predict the price trend with a 
1-day lag after news releases. We define � = max{T1,T2} , where T1 denotes the news 
window, and T2 denotes the market data window. When we obtain n days for the sam-
ple, considering the use of sliding windows, the actual length of the output is n− � . 
Then, the input–output process of the model is formulated by equation (23), where 
md denotes the original market data sequence, and the dimension of the input matrix 

Fig. 7  Comparison of pairwise algorithms with the Nemenyi test

Table 9  Contrast estimation based on medians among all models

Model MVL-SVMMD MVL-SVMDR SVMMV SVMFN SVMMD SVMDR ARIMA

MVL-SVMMD 0.0000 0.0003 0.3300 0.2663 0.3769 0.3659 0.3872

MVL-SVMDR − 0.0003 0.0000 0.3297 0.2660 0.3766 0.3656 0.3869

SVMMV − 0.3300 − 0.3297 0.0000 − 0.0637 0.0469 0.0359 0.0572

SVMFN − 0.2663 − 0.2660 0.0637 0.0000 0.1106 0.0996 0.1210

SVMMD − 0.3769 − 0.3766 − 0.0469 − 0.1106 0.0000 − 0.0110 0.0103

SVMDR − 0.3659 − 0.3656 − 0.0359 − 0.0996 0.0110 0.0000 0.0213

ARIMA − 0.3872 − 0.3869 − 0.0572 − 0.1210 − 0.0103 − 0.0213 0.0000
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MD is expanded according to the sliding window. newsT1

t  is obtained by gathering the 
news between dayt and dayt−T1+1 and inputting it into the Chinese news text process-
ing algorithm. wT1

t,m represents the weight of wordm obtained from T1-days of news.

Notably, the case that both sliding windows are one day has been discussed in “Experi-
mental test” section. The prediction results of MVL-SVMMD are listed in Table 10.

Heatmaps can show the results more clearly. In Fig. 8, the horizontal axis represents 
the sliding windows of financial news, whereas the vertical axis represents market data. 
We find that the color darkens when the sliding window of financial news changes from 

(23)
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Table 10  The predicting accuracy of MVL-SVMMD in different sliding windows

Sliding windows Statistics T1 = 1 T1 = 2 T1 = 3 T1 = 4 T1 = 5

T2 = 1 Average 0.8741 0.8108 0.7884 0.7497 0.7459

Median 0.8767 0.8082 0.7945 0.7534 0.7397

T2 = 2 Average 0.8842 0.8121 0.7808 0.7533 0.7366

Median 0.8904 0.8082 0.7808 0.7534 0.7260

T2 = 3 Average 0.8777 0.8272 0.7741 0.7588 0.7438

Median 0.8904 0.8219 0.7671 0.7534 0.7397

T2 = 4 Average 0.8758 0.8346 0.7703 0.7506 0.7357

Median 0.8767 0.8356 0.7671 0.7534 0.7397

T2 = 5 Average 0.8767 0.8117 0.7728 0.7485 0.7355

Median 0.8767 0.8082 0.7671 0.7534 0.7260

Fig. 8  The heatmaps of the predicting accuracy of MVL-SVMMD models
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five days to one day. This means MVL-SVMMD can reach the highest prediction accu-
racy when using one-day news, indicating that it can capture the prompt impact of news 
on stock prices.

We also find that the average prediction accuracy of the MVL-SVMMD model 
shows little change for different sliding windows of market data, indicating that the 
impact of market data is persistent, and the largest prediction accuracy is up to 88%, 
showing that this model has good performance. Furthermore, we want to determine 
whether the model is superior to the SVM models and whether the single-view data 
are sufficient to predict stock prices. Hence, we used the SVMMD and the SVMFN 
model in different sliding windows to conduct the experiment and compare them 
with the MVL-SVM model. The results are illustrated in Table  11, indicating that 
the MVL-SVM model performed much better than the SVM models. The prediction 
accuracy of the SVMMD model was between 51% and 53%, that of the SVMFN model 
was between 61% and 64%, and that of the MVL-SVM model was between 73% and 
88%, which was at least 10% higher than that of the two SVM models. This shows that 
the MVL-SVM model can successfully combine data with different structures and 
extract information about stock price rise and fall.

Furthermore, as mentioned in “Stock price prediction based on one-day news and 
daily return” section, removing the total market cap, turnover rate, and trading vol-
ume from the market data may improve the performance of the MVL-SVM model. 
Therefore, in this section, we attempt to refine the model in the same way and set the 
sliding windows for news and daily returns to 1–5 days separately.

Before discussing the results of MVL-SVM model, we observe the performance 
change of the SVM model in different sliding windows after replacing the four-market 
data with daily returns. From Table 12, we can see that in most cases, the average pre-
diction accuracy of SVMDR is higher than that of the ARIMA and SVMMD models. 
Moreover, with an increase in the length of the sliding window, the average prediction 
accuracy of both models shows the same trend of first rising, then falling, and then 
rising (shown in Fig. 9). They reached the highest average prediction accuracy when 
the sliding window was 2 days.

Table 11  The predicting accuracy of SVMMD and SVMFN models in different sliding windows

Model Statistics T = 1 T = 2 T  =  3 T = 4 T = 5

SVMMD Average 0.5077 0.5238 0.5184 0.5096 0.5164

Median 0.5000 0.5185 0.5168 0.5103 0.5185

SVMFN Average 0.6170 0.6189 0.6118 0.6144 0.6338

Median 0.6180 0.6164 0.6164 0.6027 0.6301

Table 12  The predicting accuracy of SVMMD and SVMDR in different sliding windows

Model Statistics T = 1 T = 2 T = 3 T = 4 T = 5

SVMMD Average 0.5077 0.5238 0.5184 0.5096 0.5164

Median 0.5000 0.5185 0.5168 0.5103 0.5185

SVMDR Average 0.5172 0.5262 0.5159 0.5150 0.5252

Median 0.5146 0.5287 0.5205 0.5103 0.5267
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Because the performance of the SVM model is improved by changing the four-mar-
ket data into daily returns, we infer that the same adjustment will lead to the same 
improvement as the MVL-SVM model. The prediction accuracies of the MVL-SVM 
model for different sliding windows are presented in Table 13.

We evaluated the validity of the MVL-SVM model based on daily returns and news by 
comparing its prediction results with those of the ARIMA model, SVMDR, and SVMFN 
models, as shown in Tables  6, 11, and 12. The prediction accuracy of the MVL-SVM 

Fig. 9  Average and median predicting accuracy of SVMMD and SVMDR models

Table 13  The predicting accuracy of MVL-SVM models in different sliding windows

Sliding windows Model Statistics T1 = 1 T1 = 2 T1 = 3 T1 = 4 T1 = 5

T1 = 1 MVL-SVMMD Average 0.8741 0.8108 0.7884 0.7497 0.7459

Median 0.8767 0.8082 0.7945 0.7534 0.7397

MVL-SVMDR Average 0.8789 0.8336 0.7905 0.7499 0.7423

Median 0.8904 0.8356 0.7945 0.7534 0.7397

T1 = 2 MVL-SVMMD Average 0.8842 0.8121 0.7808 0.7533 0.7366

Median 0.8904 0.8082 0.7808 0.7534 0.7260

MVL-SVMDR Average 0.8797 0.8197 0.7860 0.7673 0.7391

Median 0.8904 0.8056 0.7808 0.7671 0.7397

T1 = 3 MVL-SVMMD Average 0.8777 0.8272 0.7741 0.7588 0.7438

Median 0.8904 0.8219 0.7671 0.7534 0.7397

MVL-SVMDR Average 0.8815 0.8018 0.7845 0.7517 0.7426

Median 0.8904 0.8219 0.7808 0.7534 0.7534

T1 = 4 MVL-SVMMD Average 0.8758 0.8346 0.7703 0.7506 0.7357

Median 0.8767 0.8356 0.7671 0.7534 0.7397

MVL-SVMDR Average 0.8722 0.8231 0.7831 0.7621 0.7497

Median 0.8767 0.8356 0.7808 0.7671 0.7397

T1 = 5 MVL-SVMMD Average 0.8767 0.8117 0.7728 0.7485 0.7355

Median 0.8767 0.8082 0.7671 0.7534 0.7260

MVL-SVMDR Average 0.8777 0.8134 0.7804 0.7520 0.7449

Median 0.8904 0.8219 0.7808 0.7534 0.7397
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model with daily returns and news is much higher than that of the other three baseline 
models, which is the same as the results of the MVL-SVM model based on four market 
variables and news. The heatmaps of average and median prediction accuracies of the 
MVL-SVMDR model are shown in Fig.  10. We speculate from the heatmaps that the 
accuracy of the MVL-SVM models is related to the sliding windows of financial news 
because the prediction accuracy shows a downward trend with the increase in the length 
of the news sliding window. In particular, when the sliding window of financial news is 
set to one day, the model shows the best average and median accuracy performance.

In addition, by comparing the average and median prediction accuracy of MVL-
SVMDR with those of MVL-SVMMD, we find that for most cases, the prediction accu-
racy of the MVL-SVM model based on news and daily returns is slightly higher than that 
based on news and four market data. This confirms our conjecture that using only daily 
returns in the market data can improve the model’s performance.

Trading strategy
From the above experimental analysis, news and market data play an important role 
in stock price prediction, and the model trained by MVL-SVM has the best predictive 
performance. To test its effectiveness in practical applications, we design and evaluate a 
series of trading strategies based on this model in this section.

The trading setup is as follows. In Section “Stock price prediction based on oneday 
news and four market data”, we adopt three training/testing proportions, including 
60%/40%, 75%/25% and 90%/10%, respectively. To maximize the number of samples 
in the training and testing sets, we chose the middle training/testing proportion of 
75%/25% to implement the trading strategy. We divide the data set into 75% training 
and 25% testing and train the models on the training set to predict future price trends 
of the 37 stocks from April 4, 2020, to December 31, 2020. We apply five-fold cross-
validation and the grid search method on the training set to find the best parameters 
of the model that can achieve the highest average predicting accuracy on the valida-
tion set. Then, the model with adjusted parameters was applied to the testing set, and 
the prediction results were used as the signal to guide trading. If the stock price is 
predicted to rise on dayt+1 , we buy it at the closing price on dayt and sell it at that on 
dayt+1 . If the stock price is predicted to fall on dayt+1 , no operation will be carried 
out. For convenience, we assume that the transaction has no cost, which is common 

Fig. 10  The heatmaps of the predicting accuracy of MVL-SVMDR models
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in trading simulations. Moreover, from the analysis in Section “Robust test” the pre-
diction performance of the MVL-SVMMD model varies with different sliding win-
dows, and the model can achieve the highest prediction accuracy when the sliding 
windows of news and market data are one and two days, respectively. Therefore, we 
choose an optimal sliding window in the trading strategy.

All previously designed models are considered in this section for comparison, including 
ARIMA, SVMMD, SVMDR, SVMFN, SVMMV, MVL-SVMMD, and MV-SVMDR mod-
els. Additionally, we also introduce the momentum trading strategy, buy-and-hold strategy 
and randomly buy strategy to compare with the above seven models. For the momentum 
trading strategy, we consider absolute momentum, also known as price momentum. This 
strategy is based on the momentum effect, which holds that future returns are positively 
correlated with past returns. This strategy measures the average stock return over the past 
period and assumes that when the average stock return over the past period is positive, the 
stock price will rise.

In Sections “Experimental test” and “Robust test”, we focus on prediction accuracy, which 
can measure the predicting ability of different models. However, investors are concerned 
about whether they can profit from these strategies. Therefore, we introduce the annual 
return rate (AR) to measure the model’s profitability. The equation used is as follows:

where 250 is the total average number of trading days in a year, t is the number of trad-
ing days for testing during the simulation, and r(i) represents the return obtained on 
trading dayi from the trading strategy, which is calculated by

where ri represents the stock’s daily return on trading dayi and signali is a dummy vari-
able representing the corresponding strategy signal. When signali is 0, the strategy pre-
dicts that the price will fall on dayi and we take no action; on the contrary, when signali 
is 1, the price is predicted to trend up on dayi so we buy it on dayi−1 and have a short 
position on dayi . Therefore, the cumulative return from trading day1 to dayt can be used 
to observe the real-time performance of each strategy.

Investment risk plays a vital role in evaluating the performance of a trading system; there-
fore, annual volatility (AV) and maximum drawdown (MDD) are measured to evaluate the 
risk. AV can be calculated using the following equation:

where

(24)AR =
250

t

t
∑

i=1

r(i),

(25)r(i) = ri × signali, i = 1, . . . , t,
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t
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r(i).
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MDD is the maximum loss from a peak to a trough before a new peak is attained. A 
lower MDD indicates a lower maximum possible loss during a trading period.

The annual sharp ratio (ASR) is often regarded as risk-adjusted profit and introduced 
for the stability assessment of trading systems. It is the ratio of average excess returns to 
the volatility of excess returns. The formula of ASR is as follows:

where r̄e and σe represent the average and volatility of daily excess returns during the 
simulation period, respectively.

Here, rf (i) represents the risk-free interest rate on trading dayi . From Equation (29), 
a large ASR indicates that investors can obtain high profits under unit risk. This also 
implies a more stable trading system.

The four indicators of AR, ASR, MDD, and AV obtained from the different trading 
strategies are shown in Table 14. Moreover, we randomly selected four stocks to demon-
strate the cumulative return curves in Fig. 11, which can be used to observe the perfor-
mance of different strategies in detail.

From Fig.  11, we find that the MVL-SVM strategy proposed in this study is signifi-
cantly more profitable than the other strategies. Although both SVM and MVL-SVM 
use multi-view heterogeneous data, the SVM strategy behaves in an unstable manner. 
In some cases, the performance of SVM based on multi-view data is third only to the 
two MVL-SVM strategies, such as stock 600031. SH and 600196.SH. However, in some 
cases, its performance is similar to or worse than that of the random buy strategy, such 
as stock 600585. SH and 601088.SH. In comparison, the MVL-SVM model exhibits good 
results in almost all cases. Even if the daily return is used to replace the four market data, 

(28)ASR =
√
250×

r̄e

σe
,

(29)

r̄e =
1

n

n
∑

i=1

[r(i)− rf (i)],

σe =

√

√

√

√

1

n− 1

n
∑

i=1

[r(i)− rf (i)− r̄e]2.

Table 14  The average AR, ASR, MDD and AV of different strategies

Strategy AR (%) ASR MDD (%) AV (%)

Buy and hold 33.45 0.86 19.59 31.52

Randomly buy 15.53 0.51 15.29 22.63

Momentum trading 17.39 0.63 16.31 24.94

ARIMA 21.52 0.67 14.42 22.54

SVMMD 14.31 0.83 7.68 14.18

SVMDR 15.20 0.49 12.70 18.92

SVMFN 19.24 0.75 10.68 16.66

SVMMV 24.79 0.90 8.21 14.89

MVL-SVMMD 96.62 4.73 6.57 20.58

MVL-SVMDR 104.26 4.75 6.76 21.84
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it can still obtain a much higher return than the buy-and-hold strategy, randomly buy 
strategy, momentum trading strategy, and other prediction-based strategies.

Then, we specifically analyze the performance of each strategy according to AR, ASR, 
AV, and MDD. Clearly, from Table 15, only MVL-SVM strategies (both MVL-SVMMD and 
MVL-SVMDR) can achieve positive returns for all stocks. And among the ten strategies, 
MVL-SVM strategies always have the highest AR except for one stock (code 600276.SH). The 
average AR of the MVL-SVMMD strategy is higher than that of the buy-and-hold and ran-
domly buy strategies by 63.17% and 81.09%, respectively. There are 36 in 37 stocks (97.30%) 
whose ARs of MVL-SVM are the highest and surpass those of traditional algorithms based 
on single-view data, including momentum trading strategy, ARIMA, SVMMD, and SVMFN. 
However, although the average AR of SVM based on multi-view heterogeneous data is bet-
ter than that of the single-view models, there are 24 in 37 stocks (64.86%) whose ARs of 
SVMMV are lower than those based on single-view models. This confirms that a rough con-
nection between heterogeneous data leads to unsatisfactory results.

As shown in Table  16, there are 26 in 37 stocks (70.27%) whose ASR of the MVL-
SVM strategy is at least twice that of other strategies. From the average value shown 
in Table 14, the average ASR of MVL-SVMMD is higher than that of the buy-and-hold 
strategy, randomly buy strategy, and momentum trading strategy by 3.87, 4.22 and 4.10, 
respectively. In particular, the average ASR based on time series and traditional machine 
learning strategies is lower than 1, whereas that of MVL-SVM is still above 4. This dem-
onstrates that MVL-SVM has higher stability and can gain higher profits under unit risk.

Regarding risk, Table  14 shows that the MVL-SVM models have the lowest average 
MDD and relatively lower average AV among the strategies. For most stocks, the maxi-
mum loss from a peak to a trough of MVL-SVM is less than that of most traditional 
strategies including buy-and-hold, randomly buy, momentum trading, ARIMA, and 
SVMFN strategies (shown in Table  17), and for most stocks, the AV of MVL-SVM is 
lower than that of buy-and-hold, randomly buy, momentum trading and ARIMA strate-
gies (see in Table 18). This implies that MVL-SVM has a relatively good capacity to send 
stable trading signals and a relatively lower risk.

Fig. 11  The cumulative return curves of different trading strategies on four randomly selected stocks
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Moreover, we compared the practical performances of MVL-SVMMD and MVL-
SVMDR. Table 15 shows that nearly 70% of stocks whose AR of MVL-SVMDR is higher 
than that of MVL-SVMMD. In general, the average AR of MVL-SVMDR is higher 
than that of MVL-SVMMD by 7.64%, as shown in Table 14, while the average values of 
the other indicators have little difference. This indicates that in contrast to the MVL-
SVMMD model, the MVL-SVMDR model can provide more appropriate guidance for 
investors and help them obtain higher returns.

Finally, to evaluate the statistical significance of the advantages of MVL-SVM over other 
baseline strategies, we apply nonparametric statistical analyses again, including the Nemenyi 
test and contrast estimation based on medians. As demonstrated in Fig. 12, MVL-SVM strate-
gies are ranked first in the performance of AR, ASR, and MDD, and are significantly different 
from other baseline strategies in the profitability metrics, including AR and ASR. This illus-
trates the profitability of our model and its ability to control risks, which can also be demon-
strated by the positive values in rows “MVL-SVMMD” and “MVL-SVMDR” in Table 19. In 
addition, the results also show that the performance of MVL-SVM can be improved by trans-
forming market data into daily returns, as MVL-SVMDR significantly outperforms MVL-
SVMMD according to AR. In contrast, other metrics do not show significant differences.

The aforementioned trading strategies are based on a single stock. If an investor is optimis-
tic about a certain stock and plans to invest in it, our strategy can help them find better time 
nodes for trading. However, investors often tend to invest in a basket of stocks, which implies 
that building an appropriate trading strategy for an investment portfolio is necessary.

We further take the 37 stocks of the sample as a basket to build a trading strategy with our 
proposed algorithm. Considering that some investors tend to construct portfolios accord-
ing to a certain market index, we add a passive trading strategy to hold the SSE 50 index for 
comparative evaluation. Assuming that the initial capital is 1,000,000 CNY, which is used to 
invest equally in each stock, we use the same operation for each stock as the single-stock 
trading strategy. That is, if the algorithm sends an up signal for a certain stock, our system 
will spend 1/37 of the capital to buy it at the day’s closing price and have a short position 
at the closing price the next day; if it sends a down signal, no operation will be carried out. 
Trading signals are executed only when the total cash balance exceeds 100,000 CNY. The 
division of the training/testing set and the selection of sliding windows are the same as those 
in the single-stock trading strategy. Therefore, the return on trading dayi is transformed into

(30)r(i) =
1

Nstock

Nstock
∑

j=1

ri,j × signali,j , i = 1, . . . , n,

Fig. 12  Comparison of pairwise algorithms with the Nemeyi test in terms of each evaluation metrics
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where Nstock is the number of stocks, ri,j is the daily return of stock j on trading dayi 
and signali,j ∈ {0, 1} is the corresponding strategy signal of stock j. Figure 13 shows that 
MVL-SVM models performed excellently during the simulation. From Table 20, we find 
that our models are significantly superior to other baseline models, not only in terms of 
profits but also in terms of risk control, indicating that they can pick out quality ones 
from a basket of stocks and invest them at an appropriate trading point to make profits.

Moreover, from the simulation results of MVL-SVMMD strategies based on a single stock, 
we find that the AR ranges from 22.51 to 232.5%, indicating that our model does not always 
yield high returns. Therefore, we conduct a simulation to determine whether our model can 
help investors gain profit when it underperforms. Therefore, for each stock, we calculate 
the minimum difference between MVL-SVMMD and other baseline strategies to select five 
stocks with the lowest differences; that is, MVL-SVMMD does not perform well on them. 
The five stocks, including 600276.SH, 601288.SH, 601668.SH, 600016.SH and 600570.SH are 
regarded as a new equally weighted portfolio and traded with 1/5 of the capital each time, 
with the same operation as above. Figure 14 and Table 21 show that the ARIMA strategy has 
the worst performance in the portfolio of five stocks. Although the buy-and-hold strategy 
has the highest cumulative return in July 2020, our model performs the best in the long run. 
This indicates that even if the MVL-SVM model does not significantly outperform the oth-
ers, it can still help investors achieve considerable returns with relatively low risk.

According to the above three trading simulations, clearly, compared with the com-
mon trading strategies, such as momentum trading strategy and prediction-based 
strategies, such as ARIMA and traditional SVM strategies, MVL-SVM based on 
multi-view heterogeneous data shows excellent performances in profitability and 
risk control ability. Even if some prediction-based strategies fail to exceed the pas-
sive strategy of holding the SSE 50 index and the buy-and-hold strategy, MVL-SVM 
can achieve much better results than the passive strategies and other benchmarks. In 
particular, when the dimension of the input data is decreased, that is, the four market 
variables are changed to one (the daily return), the predictive and profitable effective-
ness can be improved owing to the reduction in redundant information.

Fig. 13  The cumulative return curves of market simulations based on different trading strategies for 
portfolios
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Table 20  Four metrics of different trading strategies for portfolios

Strategy AR (%) ASR (%) MDD (%) AV (%)

SSE 50 index 17.64 2.11 3.72 8.38

Buy and hold 32.88 1.77 7.19 18.53

Momentum trading 18.02 1.48 5.11 12.14

Randomly buy 15.15 1.5 3.90 10.11

ARIMA 21.22 2.24 3.41 9.49

SVMMD 14.04 2.31 2.22 6.08

SVMDR 14.77 1.86 4.02 7.95

SVMFN 18.84 2.41 3.22 7.81

SVMMV 24.17 3.48 2.18 6.95

MVL-SVMMD 95.82 10.43 1.36 9.19

MVL-SVMDR 103.31 10.35 1.69 9.98

Fig. 14  The cumulative return curves of different trading strategies for an investment portfolio of 5 stocks

Table 21  Four metrics of different trading strategies for a portfolio of 5 stocks

Strategy AR (%) ASR MDD (%) AV (%)

SSE 50 index 17.64 2.11 3.72 8.38

Buy and hold 18.54 1.14 14.37 16.23

Randomly buy 5.02 0.50 8.10 10.01

Momentum trading 17.46 1.66 6.21 10.49

ARIMA 3.10 0.30 7.23 10.43

SVMMD 16.57 2.25 2.87 7.38

SVMDR 6.65 0.66 10.39 10.09

SVMFN 9.28 0.95 11.84 9.78

SVMMV 17.63 1.59 8.50 11.12

MVL-SVMMD 45.43 4.86 2.40 9.34

MVL-SVMDR 49.14 5.33 2.34 9.21
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Conclusion
In this study, we propose a hybrid model for stock price prediction called MVL-SVM. 
It combines multi-view learning with a support vector machine to investigate the 
joint impact of financial news and market data on stock price movements. MVL-SVM 
can fuse multiple data sources directly with the multi-view learning algorithm and 
classify stock price fluctuations with a support vector machine, which enriches the 
information sources and reduces information loss in the fusion process.

In the experiment, we consider 37 constituent stocks in the SSE 50 index as the 
research object and use unstructured financial news and structured market data as 
inputs to predict the price trend of each stock. By comparing MVL-SVM with classic 
SVM models based on single-view and multi-view data, we found that roughly con-
catenating and inputting multi-view heterogeneous data yields unsatisfactory results 
because of the characteristic difference between the distinct views. However, the MVL-
SVM model can learn and minimize the inconsistency from multiple data sources, and 
thus can demonstrate outstanding performance in this situation. Furthermore, we aimed 
to improve our model. Considering the importance of daily returns among the four mar-
ket variables, we replace the four with daily return sequences to construct a new model 
and compare it with the ARIMA model and classic SVM models. It appears that MVL-
SVM based on news and daily return sequences significantly outperforms the other 
baseline models. Its performance surpasses that of MVL-SVM based on news and the 
four market variables. This shows the important role of daily returns in market data and 
confirms the validity of the many studies that only use stock returns for research.

In the robustness test, we try to observe the model’s ability to capture the joint impact 
of the multi-view data within a certain period, thus setting the sliding windows of news 
and market data to 1–5 days. It can be concluded from the results that MVL-SVM can 
capture the prompt impact of news on stock prices because the sliding window of news 
can influence the prediction accuracy of MVL-SVM, and the model based on 1-day news 
has the best performance. The comparison demonstrates that MVL-SVM surpasses the 
benchmarks by at least 10% accuracy, which is a meaningful improvement.

Finally, a series of trading strategies are constructed based on the predicting results of two 
MVL-SVM models, which are compared with other prediction-based strategies based on 
single-view and multi-view data, as well as three common strategies, including the buy-and-
hold strategy, randomly buy strategy and momentum trading strategy. When building trad-
ing strategies for a basket of stocks, a passive strategy of holding the SSE 50 index was also 
considered for comparative evaluation. The results show that the MVL-SVM strategy has 
excellent profitability and risk-control performance in various scenarios. Moreover, its per-
formance can be improved by changing the four market variables to daily return sequences.

In summary, from the prediction perspective, the proposed MVL-SVM model based on 
multi-view heterogeneous data can predict stock price movement more accurately than 
other models. From the perspective of trading strategy, this can help investors gain higher 
profits and have better risk control ability. But there are still some limitations. In this article, 
we only consider two information sources: market data and news. For future work, we can 
include more data sources in the model for discussion, such as online posts on social media, 
companies’ financial statements, etc. In addition, when building SVM and MVL-SVM mod-
els, this study only considers two kernel functions, including linear and Gaussian kernels. In 
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the future, we can construct the models by adding more kernel functions, such as the poly 
kernel and the sigmoid kernel function. As the proposed model has no restrictions on finan-
cial assets, we will further attempt to apply it to solve the problems of other financial assets.

Appendix
Variables and the corresponding definition are listed in Table 22.

Some related works are listed in Table 23.

Table 22  Variables and the corresponding definition

Variable Definition

ft ,m The occurrence frequency of wordm in newst

Fm The occurrence frequency of wordm in the news corpus

A The number of times that word w and category c co-occur

B The number of times that word w occurs without category c

C The number of times that category c occurs without word w

D The number of times that neither category c nor word w occurs

P(c) The frequency of category c ∈ {−1, 1} in news corpus

ξi A slack variable

C A penalty term controlling the cost to misclassification of samples

αi A Lagrangian multiplier corresponding to sample xi

k(xi , xj) The kernel function

γ A Gaussian kernel parameter

βm The weight of kernel km(xi , xj)

ot The first order differencing of a data series zt

p The autoregression order

d The differencing order

q The moving average order

φi The i-th autoregression parameter

θj The j-th moving average parameter

ǫt The error term at time t

rt Stock daily return on dayt

tvt Trading volume on dayt

trt Turnover rate on dayt

mct Market cap on dayt

mdt = (rt , tvt , trt ,mct) The market data including four market variable on dayt

mdkt The k-th market variable on dayt

max{|mdk |} The maximum value of the k-th market variable

qα The critical value of Nemenyi test

K The number of involved algorithms

Nstock The number of stocks

T1 The news window

T2 The market data window

w
T1
t ,m

The weight of wordm obtained from T1-days of news

r(i) The return obtained from the trading strategy on trading dayi

signali ∈ {0, 1} A dummy variable representing the corresponding strategy signal on 
trading dayi

r̄e The average of daily excess returns during the simulation period

σe Volatility of daily excess returns during the simulation period

rf (i) The risk-free rate of interest on the trading dayi

ri,j The daily return of stock j on trading dayi

signali,j ∈ {0, 1} The corresponding strategy signal of stock j on trading dayi
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